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Chapter 2 deals with $I-V$, $V-I$, and $I-I$ converters, along with various instrumentation and transducer amplifiers. The chapter places much emphasis on feedback topologies and the role of the loop gain $T$.

Chapter 3 covers first-order filters, audio filters, and popular second-order filters such as the $KRC$, multiple-feedback, state-variable, and biquad topologies. The chapter emphasizes complex-plane systems concepts, and concludes with filter sensitivities.
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Chapter 12 deals with data conversion. Data-converter specifications are treated in systematic fashion, and various applications with multiplying DACs are presented. The chapter concludes with oversampling-conversion principles and sigma-delta...
converters. Much has been written also about this subject, so this chapter of necessity exposes the student only to the fundamentals.
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The term operational amplifier, or op amp for short, was coined in 1947 by John R. Ragazzini to denote a special type of amplifier that, by proper selection of its external components, could be configured for a variety of operations such as amplification, addition, subtraction, differentiation, and integration. The first applications of opamps were in analog computers. The ability to perform mathematical operations was the result of combining high gain with negative feedback.

Early opamps were implemented with vacuum tubes, so they were bulky, power-hungry, and expensive. The first dramatic miniaturization of the op amp came with the advent of the bipolar junction transistor (BJT), which led to a whole generation of op amp modules implemented with discrete BJTs. However, the real breakthrough occurred with the development of the integrated circuit (IC) op amp, whose elements are fabricated in monolithic form on a silicon chip the size of a pinhead. The first such device was developed by Robert J. Widlar at Fairchild Semiconductor Corporation in the early 1960s. In 1968 Fairchild introduced the op amp that was to become the industry standard, the popular µA741. Since then the number of op amp families and manufacturers has swollen considerably. Nevertheless, the 741 remains one of
Amplifier Fundamentals

1.1 AMPLIFIER FUNDAMENTALS

Before embarking on the study of the operational amplifier, it is worth reviewing the fundamental concepts of amplification and loading. Recall that an amplifier is a two-port device that accepts an externally applied signal, called input, and generates a signal called output such that output = gain × input, where gain is a suitable proportionality constant. A device conforming to this definition is called a linear amplifier to distinguish it from devices with nonlinear input-output relationships, such as quadratic and log/antilog amplifiers. Unless stated to the contrary, the term amplifier will here signify linear amplifier.

An amplifier receives its input from a source upstream and delivers its output to a load downstream. Depending on the nature of the input and output signals, we have different amplifier types. The most common is the voltage amplifier whose input $v_I$ and output $v_O$ are voltages. Each port of the amplifier can be modeled with a Thévenin equivalent, consisting of a voltage source and a series resistance. The input port usually plays a purely passive role, so we model it with just a resistance $R_i$, called the input resistance of the amplifier. The output port is modeled with a voltage-controlled voltage source (VCVS) to signify the dependence of $v_O$ on $v_I$, along with a series resistance $R_o$, called the output resistance. The situation is depicted in Fig. 1.1, where $A_{oc}$ is called the voltage gain factor and is expressed in volts per volt. Note that the input source is also modeled with a Thévenin equivalent consisting of the source $V_S$ and series resistance $R_i$; the output load, playing a passive role, is modeled with a mere resistance $R_L$.

We now wish to derive an expression for $v_O$ in terms of $v_S$. Applying the voltage divider formula at the output port yields

$$v_O = \frac{R_L}{R_o + R_L} A_{oc} v_I$$

We note that in the absence of any load ($R_L = 0$) we would have $v_O = A_{oc} v_I$. Hence, $A_{oc}$ is called the unloaded, or open-circuit, voltage gain. Applying the voltage divider formula at the input port yields

$$v_I = \frac{R_i}{R_i + R_S} v_S$$

Eliminating $v_I$ and rearranging, we obtain the source-to-load gain,

$$\frac{v_O}{v_S} = \frac{R_i}{R_i + R_S + A_{oc} R_o + R_L}$$

As the signal progresses from source to load, it undergoes first some attenuation at the input port, then magnification by $A_{oc}$ inside the amplifier, and finally additional attenuation at the output port. These attenuations are referred to as loading. It is apparent that because of loading, Eq. (1.3) gives $|v_O/v_S| \leq |A_{oc}|$.

![Figure 1.1](image-url)
EXAMPLE 1.1. (a) An amplifier with $R_i = 100 \, \Omega$, $A_{oc} = 100 \, V/V$, and $R_o = 1 \, \Omega$ is driven by a source with $R_s = 25 \, \Omega$ and drives a load $R_L = 3 \, \Omega$. Calculate the overall gain as well as the amount of input and output loading. (b) Repeat, but for a source with $R_s = 50 \, \Omega$ and a load $R_L = 4 \, \Omega$. Compare.

Solution.

(a) By Eq. (1.3), the overall gain is $g_{v1} = \frac{1}{(100/25 + 100)} \times 100 \times 3/(1 + 3) = 0.80 \times 100 \times 0.75 = 60 \, V/V$, which is less than $100 \, V/V$ because of loading. Input loading causes the source voltage to drop to 80% of its unloaded value; output loading increases an additional drop to 75%.

(b) By the same equation, $g_{v2} = 0.67 \times 100 \times 0.80 = 53.3 \, V/V$. We now have more loading at the input but less loading at the output. Moreover, the overall gain has changed from $60 \, V/V$ to $53.3 \, V/V$.

Loading is generally undesirable because it makes the overall gain dependent on the particular input source and output load, not to mention gain reduction. The origin of loading is obvious: when the amplifier is connected to the input source, $R_i$ draws current and causes $R_i$ to drop some voltage. It is precisely this drop that, once subtracted from $V_{in}$, is left to a reduced voltage $V_i$. Likewise, at the output port the magnitude of $V_o$ is less than the dependent-source voltage $A_{oc}V_i$ because of the voltage drop across $R_o$.

If loading could be eliminated altogether, we would have $g_{v1} = A_{oc}$ regardless of the input source and the output load. To achieve this condition, the voltage drops across $R_i$ and $R_o$ must be zero regardless of $R_i$ and $R_o$. The only way to achieve this is by requiring that our voltage amplifier have $R_i = \infty$ and $R_o = 0$. For obvious reasons such an amplifier is termed ideal. Though these conditions cannot be met in practice, an amplifier designer will strive to approximate them as closely as possible by ensuring that $R_i > R_i$ and $R_o < R_o$ for all input sources and output loads that the amplifier is likely to be connected to.

Another popular amplifier is the current amplifier. Since we are now dealing with currents, we model the input source and the amplifier with Norton equivalents, as in Fig. 1.2. The parameter $A_{ic}$ of the current-controlled current source (CCCS) is called the unamplified, or short-circuit, current gain. Applying the current divider formula twice yields the source-to-load gain,

$$\frac{i_o}{i_S} = \frac{R_i}{R_i + R_i} \frac{A_{ic}}{R_o + R_L}$$  \hspace{1cm} (1.4)

We again witness loading both at the input port, where part of $i_S$ is lost through $R_i$, making $i_i$ less than $i_S$, and at the output port, where part of $A_{ic}i_i$ is lost through $R_L$. Consequently, we always have $|i_o/i_S| \leq |A_{ic}|$. To eliminate loading, an ideal current amplifier has $R_i = 0$ and $R_o = \infty$, exactly the opposite of the ideal voltage amplifier.

An amplifier whose input is a voltage $v_i$ and whose output is a current $i_o$ is called a transconductance amplifier because its gain is in amperes per volt, the dimensions of conductance. The situation at the input port is the same as that of the voltage amplifier of Fig. 1.1; the situation at the output port is similar to that of the current amplifier of Fig. 1.2, except that the dependent source is now a voltage-controlled current source (VCSS) of value $A_{ic}v_i$, with $A_{ic}$ in amperes per volt. To avoid loading, an ideal transconductance amplifier has $R_i = \infty$ and $R_o = 0$.

Finally, an amplifier whose input is a current $i_i$ and whose output is a voltage $v_o$ is called a transresistance amplifier, and its gain is in volts per ampere. The input port appears as in Fig. 1.2, and the output port as in Fig. 1.1, except that we now have a current-controlled voltage source (CCVS) of value $A_{ic}i_i$, with $A_{ic}$ in volts per ampere. Ideally, such an amplifier has $R_i = 0$ and $R_o = \infty$, the opposite of the transconductance amplifier.

The four basic amplifier types, along with their ideal input and output resistances, are summarized in Table 1.1.

### TABLE 1.1

<table>
<thead>
<tr>
<th>Input</th>
<th>Output</th>
<th>Amplifier type</th>
<th>Gain</th>
<th>$R_i$</th>
<th>$R_o$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$v_i$</td>
<td>$i_o$</td>
<td>Current</td>
<td>$A_{ic}$</td>
<td>0</td>
<td>$\infty$</td>
</tr>
<tr>
<td>$i_i$</td>
<td>$v_o$</td>
<td>Transconductance</td>
<td>$A_{ic}$</td>
<td>0</td>
<td>$\infty$</td>
</tr>
<tr>
<td>$j_i$</td>
<td>$j_o$</td>
<td>Transresistance</td>
<td>$A_{ic}$</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

**1.2 THE OPERATIONAL AMPLIFIER**

The operational amplifier is a voltage amplifier with extremely high gain. For example, the popular 741 op amp has a typical gain of 200,000 V/V, also expressed as 200 V/mV. Gain is also expressed in decibels (dB) as $20 \log_{10} \frac{200}{20} = 106 \, \text{dB}$. The OP-77, a more recent type, has a gain of 12 million, or 12 V/µV, or $20 \log_{10} (12 \times 10^6) = 141.6 \, \text{dB}$. In fact, what distinguishes op amps from all other voltage amplifiers is the size of $A_{oc}$. In the next sections we shall see that the higher the gain better, or that $A_{oc}$ in dB equals the gain in dB. It's inconceivable that a 141.6-dB amplifier have an infinitely large gain. Why one would want gain to be so high then becomes clearer as soon as we start analyzing our first op amp circuits.

Figure 1.3a shows the symbol of the op amp and the power-supply connections to make it work. The inputs, identified by the "-" and "+" symbols, are designated inverting and noninverting. Their voltages with respect to ground are denoted $v_S$ and $v_P$, and the output voltage as $v_O$. The arrowhead signifies signal flow from the inputs to the output.
Op amps do not have a 0-V ground terminal. Ground reference is established externally by the power-supply common. The supply voltages are denoted $V_{CC}$ and $V_{EE}$, and their values are typically ±15 V, though other values are possible, as we shall see. To minimize cluttering in circuit diagrams, it is customary not to show the power-supply connections. However, when we try out an op amp in the lab, we must remember to apply power to make it function.

Figure 1.3b shows the equivalent circuit of a properly powered op amp. Though the op amp itself does not have a ground pin, the ground symbol inside its equivalent circuit models the power-supply common of Fig. 1.3a. The equivalent circuit includes the differential input resistance $r_d$, the voltage gain $a$, and the output resistance $r_o$. For reasons that will become clear in the next sections, $r_d$, $a$, and $r_o$ are referred to as open-loop parameters and are symbolized by lowercase letters. The difference

$$v_D = v_P - v_N$$

(1.5)

is called the differential input voltage, and $a$ is also called the unloaded gain because in the absence of output loading we have

$$v_O = a v_D = a (v_P - v_N)$$

(1.6)

Since both input terminals are allowed to attain independent potentials with respect to ground, the input port is said to be of the double-ended type. Contrast this with the output port, which is of the single-ended type. Equation (1.6) indicates that the op amp responds only to the difference between its input voltages, not to their individual values. Consequently, op amps are also called difference amplifiers.

Reversing Eq. (1.6), we obtain

$$v_D = \frac{v_O}{a}$$

(1.7)

which allows us to find the voltage $v_D$ causing a given $v_O$. We again observe that this equation yields only the difference $v_D$, not the values of $v_N$ and $v_P$ themselves. Because of the large gain $a$ in the denominator, $v_D$ is bound to be very small. For instance, to sustain $v_O = 6$ V, an unloaded 741 op amp needs $v_P = 6/200,000 = 30 \mu$V, quite a small voltage. An unloaded OP-77 would need $v_D = 6/(12 \times 10^6) = 0.5 \mu$V, an even smaller value!

The Ideal Op Amp

We know that to minimize loading, a well-designed voltage amplifier must draw negligible (ideally zero) current from the input source and must present negligible (ideally zero) resistance to the output load. Op amps are no exception, so we define the ideal op amp as an ideal voltage amplifier with infinite open-loop gain:

$$a \to \infty$$

(1.8a)

Its ideal terminal conditions are

$$r_d = \infty$$

(1.8b)

$$r_o = 0$$

(1.8c)

$$i_P = i_N = 0$$

(1.8d)

where $i_P$ and $i_N$ are the currents drawn by the noninverting and inverting inputs. The ideal op amp model is shown in Fig. 1.4.

We observe that in the limit $a \to \infty$ we obtain $v_D \to v_O/\infty \to 0!$ This result is often a source of puzzlement because it makes one wonder how an amplifier with zero input can sustain a nonzero output. Shouldn't the output also be zero by Eq. (1.6)? The answer lies in the fact that as gain $a$ approaches infinity, $v_D$ does indeed approach zero, but in such a way as to maintain the product $a v_D$ nonzero and equal to $v_O$.

Real-life op amps depart somewhat from the ideal, so the model of Fig. 1.4 is only a conceptualization. But during our initiation into the realm of op amp circuits, we shall use this model because it relieves us from worrying about loading effects so that we can concentrate on the role of the op amp itself. Once we have developed enough understanding and confidence, we shall backtrack and use the more realistic model of Fig. 1.3b to assess the validity of our results. We shall find that the results obtained with the ideal and with the real-life models are in much closer agreement than we might have suspected, corroborating the claim that the ideal model, though a conceptualization, is not that academic after all.

SPICE Simulation

Circuit simulation by computer has become a powerful and indispensable tool in both analysis and design. In this book we shall use the popular program known as PSpice to verify the results of our calculations. As we proceed, we shall develop op
amp models of increasing complexity. We begin with the basic model depicted in Fig. 1.5. The following code reflects typical 741 op amp parameters at dc:

```
+4.5V = vP
-4.5V = vN
vO = 0
vP vN = 0
vO vP = R2
vO vN = R1
end OA
```

If a pseudo-ideal model is desired, then rP is left open, rO is shorted out, and the source value is increased from 200 kΩ to some huge value, say, 1 MV (However, the reader is cautioned that too large a value may cause convergence problems.)

### 1.3 BASIC OP AMP CONFIGURATIONS

By connecting external components around an op amp, we obtain what we shall henceforth refer to as an op amp circuit. It is crucial that you understand the difference between an op amp circuit and an op amp. Think of the latter as a component of the former, just as the external components are. The most basic op amp circuits are the inverting, noninverting, and buffer amplifiers.

#### The Noninverting Amplifier

The circuit of Fig. 1.6a consists of an op amp and two external resistors. To understand its function, we need to find a relationship between vO and vI. To this end we redraw it as in Fig. 1.6b, where the op amp has been replaced by its equivalent model and the resistive network has been rearranged to emphasize its role in the circuit. We can find vO via Eq. (1.6); however, we must first derive expressions for vP and vN.

By inspection,

\[ v_P = v_I \]  

(1.9)

Using the voltage divider formula yields

\[ v_N = \frac{R_2}{R_1 + R_2} v_O \]  

or

\[ v_N = \frac{1}{1 + \frac{R_2}{R_1}} v_O \]  

(1.10)

The voltage vN represents the fraction of vO that is being fed back to the inverting input. Consequently, the function of the resistive network is to create negative feedback around the op amp. Letting

\[ v_O = a (v_P - v_N) \]

we get

\[ v_O = a \left( v_I - \frac{1}{1 + \frac{R_2}{R_1}} v_O \right) \]  

(1.11)

Collecting terms and solving for the ratio vO/vI, which we shall designate as A, yields, after minor rearrangement,

\[ A = \frac{v_O}{v_I} = \frac{1 + \frac{R_2}{R_1}}{1 + (1 + \frac{R_2}{R_1})/a} \]  

(1.12)

This result reveals that the circuit of Fig. 1.6a, consisting of an op amp plus a resistor pair, is itself an amplifier, and that its gain is A. Since A is positive, the polarity of vO is the same as that of vI—hence the name noninverting amplifier.

The gain A of the op amp circuit and the gain a of the basic op amp are quite different. This is not surprising, as the two amplifiers, while sharing the same output vO, have different inputs. namely, vI for the former and vP for the latter. To underscore this difference, a is referred to as the open-loop gain, and A as the closed-loop gain, the latter designation stemming from the fact that the op amp circuit contains a loop. In fact, starting from the inverting input in Fig. 1.6b, we can trace a clockwise loop through the op amp and then through the resistive network, which brings us back to the starting point.

**Example 1.2.** In the circuit of Fig. 1.6a, let vI = 1 V, R1 = 2 kΩ, and R2 = 18 kΩ. Find vO if (a) a = 10^3 V/V, (b) a = 10^5 V/V, (c) a = 10^7 V/V. Comment on your findings.

**Solution.** Equation (1.12) gives

\[ v_O = (1 + 18/2)/(1 + 10^3)/a \]  

So

(a) vO = 10/(1 + 18/2)/(1 + 10^3) = 9.09 V

(b) vO = 9.99 V

(c) vO = 9.9999 V

The higher the gain a, the closer vO is to 10.0 V.
Ideal Closed-Loop Characteristics

Letting \( a \to \infty \) in Eq. (1.12) yields a closed-loop gain that we refer to as ideal:

\[
A_{\text{ideal}} = \lim_{a \to \infty} A = 1 + \frac{R_2}{R_1} \tag{1.13}
\]

In this limit \( A \) becomes independent of \( a \) and its value is set exclusively by the external resistance ratio, \( R_2/R_1 \). We can now appreciate the reason for wanting \( a \to \infty \). Indeed, a circuit whose closed-loop gain depends only on a resistance ratio offers tremendous advantages for the designer since it makes it easy to tailor gain to the application at hand. For instance, suppose you need an amplifier with a gain of 2 V/V. Then, by Eq. (1.13), pick \( R_2/R_1 = A - 1 = 2 - 1 = 1 \); for example, pick \( R_1 = R_2 = 100 \, \text{k}\Omega \). Do you want \( A = 10 \, \text{V/V} \)? Then pick \( R_2/R_1 = 9 \); for example, \( R_1 = 20 \, \text{k}\Omega \) and \( R_2 = 180 \, \text{k}\Omega \). Do you want an amplifier with variable gain? Then make \( R_1 \) or \( R_2 \) variable by means of a potentiometer (pot). For example, if \( R_1 \) is a fixed 10-k\Omega resistor and \( R_2 \) is a 100-k\Omega pot configured as a variable resistance from 0 \( \Omega \) to 100 \( \Omega \), then Eq. (1.13) indicates that the gain can be varied over the range \( 1 \, \text{V/V} \leq A \leq 11 \, \text{V/V} \). No wonder it is desirable that \( a \to \infty \). It leads to the simpler expression of Eq. (1.13) and it makes op amp circuit design a real snap!

Another advantage of Eq. (1.13) is that gain \( A \) can be made as accurate and stable as needed by using resistors of suitable quality. Actually it is not even necessary that the individual resistors be of high quality; it only suffices that their ratio be so. For example, using two resistances that track each other with temperature so as to maintain a constant ratio will make gain \( A \) temperature-independent. Contrast this with gain \( a \) that depends on the characteristics of the resistors, diodes, and transistors inside the op amp, and is therefore sensitive to thermal drift, aging, and production variations. This is a prime example of one of the most fascinating aspects of electronics, namely, the ability to implement high-performance circuits using inferior components!

The advantages afforded by Eq. (1.13) do not come for free. The price is the size of gain \( a \) needed to make this equation acceptable within a given degree of accuracy (more on this will follow). It is often said that we are in effect throwing away a good deal of open-loop gain for the sake of stabilizing the closed-loop gain. Considering the benefits, the price is well worth paying, especially with IC technology, which, in mass production, makes it possible to achieve high open-loop gains at extremely low cost.

Since the op amp circuit of Fig. 1.6 has proven to be an amplifier itself, besides gain \( A \) it must also present input and output resistances, which we shall designate as \( R_i \) and \( R_o \) and call the closed-loop input and output resistances. You may have noticed that to keep the distinction between the parameters of the basic op amp and those of the op amp circuit, we are using lowercase letters for the former and uppercase letters for the latter.

Though we shall have more to say about \( R_i \) and \( R_o \) from the viewpoint of negative feedback in Section 1.6, we presently use the simplified model of Fig. 1.6b to state that \( R_i = \infty \) because the noninverting input terminal appears as an open circuit, and \( R_o = 0 \) because the output comes directly from the source \( v_o \).

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{fig1_7}
\caption{Noninverting amplifier and its ideal equivalent circuit.}
\end{figure}

In summary,

\[
R_i = \infty \quad R_o = 0 \tag{1.14}
\]

which, according to Table 1.1, represent the ideal terminal characteristics of a voltage amplifier. The equivalent circuit of the ideal noninverting amplifier is shown in Fig. 1.7.

The Voltage Follower

Letting \( R_i = \infty \) and \( R_o = 0 \) in the noninverting amplifier turns it into the unity-gain amplifier, or voltage follower, of Fig. 1.8a. Note that the circuit consists of the op amp and a wire to feed the entire output back to the input. The closed-loop parameters are

\[
A = 1 \, \text{V/V} \quad R_i = \infty \quad R_o = 0 \tag{1.15}
\]

and the equivalent circuit is shown in Fig. 1.8b. As a voltage amplifier, the follower is not much of an achiever since its gain is only unity. Its specialty, however, is to act as a resistance transformer, since looking into its input we see an open circuit, but looking into its output we see a short circuit to a source of value \( v_o = v_f \).

To appreciate this feature, consider a source \( v_f \) whose voltage we wish to apply across a load \( R_L \). If the source were ideal, all we would need would be a plain wire to connect the two. However, if the source has nonzero output resistance \( R_L \), as in Fig. 1.9a, then \( R_f \) and \( R_L \) will form a voltage divider and the magnitude of \( v_f \) will be less than that of \( v_f \) because of the voltage drop across \( R_f \). Let us now replace

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{fig1_8}
\caption{Voltage follower and its ideal equivalent circuit.}
\end{figure}
The Inverting Amplifier

Together with the noninverting amplifier, the inverting configuration of Fig. 1.10a constitutes a cornerstone of op amp applications. The inverting amplifier was invented before the noninverting amplifier because in their early days op amps had only one input, namely, the inverting one. Referring to the equivalent circuit of Fig. 1.10b,

![Inverting amplifier circuit](image)

we have

\[ v_P = 0 \] (1.16)

Applying the superposition principle yields

\[ v_N = [R_2/(R_1 + R_2)]v_P + [R_1/(R_1 + R_2)]v_O, \]

or

\[ v_N = \frac{1}{1 + R_1/R_2}v_P + \frac{1}{1 + R_2/R_1}v_O \] (1.17)

Letting \( v_O = a(v_P - v_N) \) yields

\[ v_O = a \left( -\frac{1}{1 + R_1/R_2}v_P - \frac{1}{1 + R_2/R_1}v_N \right) \] (1.18)

Comparing with Eq. (1.11), we observe that the resistive network still feeds the portion \( 1/(1 + R_2/R_1) \) of \( v_O \) back to the inverting input, thus providing the same amount of negative feedback. Solving for the ratio \( v_O/v_I \) and rearranging, we obtain

\[ A = \frac{v_O}{v_I} = \left( \frac{R_2}{R_1} \right) \frac{1}{1 + (1 + R_2/R_1)/a} \] (1.19)

Our circuit is again an amplifier. However, the gain \( A \) is now negative, indicating that the polarity of \( v_O \) will be opposite to that of \( v_I \). This is not surprising, because we are now applying \( v_I \) to the inverting side of the op amp. Hence, the circuit is called an inverting amplifier. If the input is a sine wave, the circuit will introduce a phase reversal, or, equivalently, a 180° phase shift.

Ideal Closed-Loop Characteristics

Letting \( a \to \infty \) in Eq. (1.19), we obtain

\[ A_{\text{ideal}} = \lim_{a \to \infty} A = -\frac{R_2}{R_1} \] (1.20)

That is, the closed-loop gain again depends only on an external resistance ratio, yielding well-known advantages for the circuit designer. For instance, if we need an amplifier with a gain of \(-5 \text{ V/V}\), we pick two resistances in a 5:1 ratio, such as \( R_1 = 20 \text{ kΩ} \) and \( R_2 = 100 \text{ kΩ} \). If, on the other hand, \( R_1 \) is a fixed 20-kΩ resistor and \( R_2 \) is a 100-kΩ pot configured as a variable resistance, then the closed-loop gain can be varied anywhere over the range \(-5 \text{ V/V} \leq A \leq 0 \). Note in particular that the magnitude of \( A \) can now be controlled all the way down to zero.

We now turn to the task of determining the closed-loop input and output resistances \( R_I \) and \( R_O \). Since \( v_P = v_P/a \) is vanishingly small because of the large size of \( a \), it follows that \( v_N \) is very close to \( v_P \), which is zero. In fact, in the limit \( a \to \infty \), \( v_N \) would be zero exactly, and would be referred to as virtual ground because to an outside observer things appear as if the inverting input were permanently grounded. We conclude that the effective resistance seen by the input source is just \( R_I \). Moreover, since the output comes directly from the source \( v_O \), we have \( R_O = 0 \). In summary,

\[ R_I = R_1 \quad R_O = 0 \] (1.21)
The equivalent circuit of the inverting amplifier is shown in Fig. 1.11.

The equivalent circuit of the inverting amplifier is shown in Fig. 1.11.

**EXAMPLE 1.2.** Use PSpice to verify the values of $R_i$, $A$, and $R_o$ in the circuit of Fig. 1.11 if $R_1 = 10 \, \text{k}\Omega$ and $R_2 = 100 \, \text{k}\Omega$.

**Solution.** To obtain the transfer and terminal characteristics, we use the .tf statement. The PSpice input file is as follows:

```plaintext
Inverting amplifier
vi 1 0 ac 1V
R1 1 2 10k
R2 2 1 100k
vs 3 0 2 0 10
.tf v(3) vi
.end
```

After running PSpice, we get the following output-file printout:

- $v(3)/vi = -1.0002e+01$
- Input resistance at $vi = 1.0002e+04$
- Output resistance at $v(3) = 0.0001e+00$

This confirms that $R_i = 10 \, \text{k}\Omega$, $A = -10 \, \text{V/V}$, and $R_o = 0$.

Unlike its noninverting counterpart, the inverting amplifier will load down the input source if the source is nonideal. This is depicted in Fig. 1.12. Since in the limit $a \to \infty$, the op amp keeps $v_N \to 0 \, \text{V (virtual ground)}$, we can apply the voltage divider formula and write

$$v_f = \frac{R_1}{R_f + R_1} v_N \quad (1.22)$$

indicating that $|v_f| \leq |v_N|$. Applying Eq. (1.20), $v_f/v_i = -R_2/R_1$. Eliminating $v_f$, we obtain

$$\frac{v_f}{v_N} = -\frac{R_2}{R_f + R_1} \quad (1.23)$$

Because of loading at the input, the magnitude of the overall gain, $R_2/(R_f + R_1)$, is less than that of the amplifier alone, $R_2/R_1$. The amount of loading depends on the relative magnitudes of $R_f$ and $R_1$, and only if $R_f \ll R_1$ can loading be ignored.

We can look at the above circuit also from another viewpoint. Namely, if we find the gain $v_f/v_N$, we can still apply Eq. (1.20), provided, however, that we regard $R_f$ and $R_1$ as a single resistance of value $R_f + R_1$.

Thus,

$$v_f/v_N = -\frac{R_2}{R_f + R_1}$$

We can look at the above circuit also from another viewpoint. Namely, if we find the gain $v_f/v_N$, we can still apply Eq. (1.20), provided, however, that we regard $R_f$ and $R_1$ as a single resistance of value $R_f + R_1$.

This property, referred to as the input voltage constraint, makes the input terminals appear as if they were shorted together, though in fact they are not. We also know that an ideal op amp draws no current at its input terminals, so this apparent short carries no current, a property referred to as the input current constraint. In other words, for voltage purposes the input port appears as a short circuit, but for current purposes it appears as an open circuit! Hence the designation virtual short. Summarizing, when operated with negative feedback, an ideal op amp will output whatever voltage and current it takes to drive $v_D$ to zero or, equivalently, to force $v_N$ to track $v_P$, but without drawing any current at either input terminal.

Note that it is $v_N$ that follows $v_P$, not the other way around. The op amp controls $v_N$ via the external feedback network. Without feedback, the op amp would be unable to influence $v_N$ and the above equations would no longer hold.

To better understand the action of the op amp, consider the simple circuit of Fig. 1.13a, where we have, by inspection, $i = 0, v_1 = 0, v_2 = 6 \, \text{V}$, and $v_3 = 6 \, \text{V}$. If we now connect an op amp as in Fig. 1.13b, what will happen? As we know, the op amp will drive $v_3$ to whatever it takes to make $v_3 = v_1$. To find these voltages, we equate the current entering the 6-V source to that exiting it; or

$$\frac{0 - v_1}{10} = \frac{(v_1 + 6) - v_2}{30}$$

This confirms that $R_i = 10 \, \text{k}\Omega$, $A = -10 \, \text{V/V}$, and $R_o = 0$.
The Summing Amplifier

The summing amplifier has two or more inputs and one output. Though the example of Fig. 1.15 has three inputs, $v_1$, $v_2$, and $v_3$, the following analysis can readily be generalized to an arbitrary number of them. To obtain a relationship between output and inputs, we impose that the total current entering the virtual-ground node equal that exiting it, or

$$i_1 + i_2 + i_3 = i_F$$
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For obvious reasons, this node is also referred to as a summing function. Using Ohm's law, \( (v_1 - 0)/R_1 + (v_2 - 0)/R_2 + (v_3 - 0)/R_3 = (0 - v_O)/RF \), or

\[
\frac{v_1}{R_1} + \frac{v_2}{R_2} + \frac{v_3}{R_3} = -\frac{v_O}{RF}
\]

We observe that thanks to the virtual ground, the input currents are linearly proportional to the corresponding source voltages. Moreover, the sources are prevented from interacting with each other—a very desirable feature should any of these sources be disconnected from the circuit. Solving for \( v_O \) yields

\[
v_O = -\left( \frac{RF}{R_1} v_1 + \frac{RF}{R_2} v_2 + \frac{RF}{R_3} v_3 \right)
\]

indicating that the output is a weighted sum of the inputs (hence the name summing amplifier), with the weights being established by resistance ratios. A popular application of summing amplifiers is audio mixing.

Since the output comes directly from the dependent source inside the op amp, we have \( R_o = 0 \). Moreover, because of the virtual ground, the input resistance \( R_{ik} \) (\( k = 1, 2, 3 \)) seen by source \( v_i \) equals the corresponding resistance \( R_k \). In summary,

\[
R_{ik} = R_k \quad k = 1, 2, 3
\]

\[
R_o = 0
\]

If the input sources are nonideal, the circuit will load them down, as in the case of the inverting amplifier. Equation (1.26) is still applicable provided we replace \( R_1 \) by \( R_{ik} + R_k \) in the denominators, where \( R_{ik} \) is the output resistance of the \( k \)-th input source.

**EXAMPLE 1.4.** Using standard 5% resistances, design a circuit such that \( v_O = -2(3v_1 + 4v_2 + 2v_3) \).

**Solution.** By Eq. (1.26) we have \( R_1/R_2 = 6, R_2/R_3 = 8, R_3/R_4 = 4 \). One possible standard resistance set satisfying the above conditions is \( R_1 = 20 \text{ k}\Omega, R_2 = 15 \text{ k}\Omega, R_3 = 30 \text{ k}\Omega, \) and \( R_4 = 120 \text{ k}\Omega \).

**EXAMPLE 1.5.** In the design of function generators the need arises to offset as well as amplify a given voltage \( v_1 \) to obtain a voltage of the type \( v_{out} = Av_1 + V_0 \), where \( V_0 \) is the desired amount of offset. An offsetting amplifier can be implemented with a summing amplifier in which one of the inputs is \( v_1 \) and the other is either \( V_{CC} \) or \( V_{EE} \), the regulated supply voltages used to power the op amp. Using standard 5% resistances, design a circuit such that \( v_O = -10v_1 + 5 \text{ V} \).

**Solution.** The circuit is shown in Fig. 1.16. Imposing \( v_O = -(R_F/R_1)v_1 - (R_F/R_2)v_2 - (R_F/R_3)v_3 \) and \( v_O = (R_F/R_1)v_1 + 5 \text{ V} \), we find that a possible resistance set is \( R_1 = 10 \text{ k}\Omega, R_2 = 300 \text{ k}\Omega, \) and \( R_3 = 100 \text{ k}\Omega, \) as shown.

If \( R_3 = R_2 = R_1 \), then Eq. (1.26) yields

\[
v_O = -\frac{RF}{R_1} (v_1 + v_2 + v_3)
\]

that is, \( v_O \) is proportional to the true sum of the inputs. The proportionality constant \(-RF/R_1\) can be varied all the way down to zero by implementing \( RF \) with a variable resistance. If all resistances are equal, the circuit yields the (inverted) sum of its inputs, \( v_O = -(v_1 + v_2 + v_3) \).

### The Difference Amplifier

As shown in Fig. 1.17, the difference amplifier has one output and two inputs, one of which is applied to the inverting side, the other to the noninverting side. We can find \( v_O \) via the superposition principle as \( v_O = v_{O1} + v_{O2} \), where \( v_{O1} \) is the value of \( v_O \) with \( v_2 \) set to zero, and \( v_{O2} \) that with \( v_1 \) set to zero.

Letting \( v_2 = 0 \) yields \( v_F = 0 \), making the circuit act as an inverting amplifier with respect to \( v_1 \). So \( v_{O1} = -(R_2/R_1)v_1 \) and \( R_{11} = R_1 \), where \( R_{11} \) is the input resistance seen by the source \( v_1 \).

Letting \( v_1 = 0 \) makes the circuit act as a noninverting amplifier with respect to \( v_F \). So \( v_{O2} = (1 + R_2/R_1)v_F = (1 + R_2/R_1) \times (R_4/(R_3 + R_4))v_2 \) and \( R_2 = R_3 + R_4 \), where \( R_2 \) is the input resistance seen by the source \( v_2 \). Letting \( v_O = v_{O1} + v_{O2} \) and rearranging yields

\[
v_O = \frac{R_2}{R_1} \left( \frac{1}{1 + R_4/R_3} v_2 - v_1 \right)
\]

### Figure 1.16

A dc-offsetting amplifier.

### Figure 1.17

Difference amplifier.
Moreover,
\[ R_{1} = R_1, \quad R_{2} = R_3 + R_4, \quad R_0 = 0 \]  
(1.30)
The output is again a linear combination of the inputs, but with coefficients of opposite polarity because one input is applied to the inverting side and the other to the noninverting side of the op amp. Moreover, the resistances seen by the input sources are finite and, in general, different from each other. If these sources are nonideal, the circuit will load them down, generally by different amounts. Let the sources have output resistances \( R_{11} \) and \( R_{12} \). Then Eq. (1.29) is still applicable provided we replace \( R_1 \) by \( R_{11} + R_1 \) and \( R_2 \) by \( R_{12} + R_2 \).

**EXAMPLE 1.6.** Design a circuit such that \( V_f = V_2 - 3V_1 \) and \( R_{11} = R_{12} = 100 \, \text{k}\Omega \).

**Solution.** By Eq. (1.30) we must have \( R_1 = R_{11} = 100 \, \text{k}\Omega \). By Eq. (1.29) we must have \( R_2/R_1 = 3 \), so \( R_2 = 300 \, \text{k}\Omega \). By Eq. (1.30) \( R_3 = R_{12} = 100 \, \text{k}\Omega \). By Eq. (1.29), \( R_3[1 + (1/3)(1 + R_1/R_2)] = 1 \). Solving the last two equations for their two unknowns yields \( R_3 = 75 \, \text{k}\Omega \) and \( R_2 = 25 \, \text{k}\Omega \).

An interesting case arises when the resistance pairs in Fig. 1.17 are in equal ratios:
\[ R_3 = R_1, \quad R_4 = R_2 \]  
(1.31)
When this condition is met, the resistances are said to form a balanced bridge, and Eq. (1.29) simplifies to
\[ V_f = R_2/V_1 = (V_2 - V_1) \]  
(1.32)
The output is now proportional to the true difference of the inputs—hence the name of the circuit. A popular application of the true difference amplifier is as a building block of instrumentation amplifiers, to be studied in the next chapter.

**The Differentiator**

To find the input-output relationship for the circuit of Fig. 1.18, we start out by imposing \( i_C = i_R \). Using the capacitance law and Ohm’s law, this becomes
\[ Cd(V_f - 0)/dt = (0 - V_0)/R, \]  
(1.33)
The circuit yields an output that is proportional to the time derivative of the input—hence the name. The proportionality constant is set by \( R \) and \( C \), and its units are seconds (s).

If you try out the differentiator circuit in the lab, you will find that it tends to oscillate. Its stability problems stem from the open-loop gain roll off with frequency, an issue that will be addressed in Chapter 8. Suffice it to say here that the circuit is usually stabilized by placing a suitable resistance \( R_0 \) in series with \( C \). After this modification the circuit will still provide the differentiation function, but only over a limited frequency range.

**EXAMPLE 1.6.** Design a circuit such that \( V_f = V_2 - 3V_1 \) and \( R_{11} = R_{12} = 100 \, \text{k}\Omega \).

**Solution.** By Eq. (1.30) we must have \( R_1 = R_{11} = 100 \, \text{k}\Omega \). By Eq. (1.29) we must have \( R_2/R_1 = 3 \), so \( R_2 = 300 \, \text{k}\Omega \). By Eq. (1.30) \( R_3 = R_{12} = 100 \, \text{k}\Omega \). By Eq. (1.29), \( R_3[1 + (1/3)(1 + R_1/R_2)] = 1 \). Solving the last two equations for their two unknowns yields \( R_3 = 75 \, \text{k}\Omega \) and \( R_2 = 25 \, \text{k}\Omega \).

The output is again a linear combination of the inputs, but with coefficients of opposite polarity because one input is applied to the inverting side and the other to the noninverting side of the op amp. Moreover, the resistances seen by the input sources are finite and, in general, different from each other. If these sources are nonideal, the circuit will load them down, generally by different amounts. Let the sources have output resistances \( R_{11} \) and \( R_{12} \). Then Eq. (1.29) is still applicable provided we replace \( R_1 \) by \( R_{11} + R_1 \) and \( R_2 \) by \( R_{12} + R_2 \).

**EXAMPLE 1.6.** Design a circuit such that \( V_f = V_2 - 3V_1 \) and \( R_{11} = R_{12} = 100 \, \text{k}\Omega \).

**Solution.** By Eq. (1.30) we must have \( R_1 = R_{11} = 100 \, \text{k}\Omega \). By Eq. (1.29) we must have \( R_2/R_1 = 3 \), so \( R_2 = 300 \, \text{k}\Omega \). By Eq. (1.30) \( R_3 = R_{12} = 100 \, \text{k}\Omega \). By Eq. (1.29), \( R_3[1 + (1/3)(1 + R_1/R_2)] = 1 \). Solving the last two equations for their two unknowns yields \( R_3 = 75 \, \text{k}\Omega \) and \( R_2 = 25 \, \text{k}\Omega \).

The output is again a linear combination of the inputs, but with coefficients of opposite polarity because one input is applied to the inverting side and the other to the noninverting side of the op amp. Moreover, the resistances seen by the input sources are finite and, in general, different from each other. If these sources are nonideal, the circuit will load them down, generally by different amounts. Let the sources have output resistances \( R_{11} \) and \( R_{12} \). Then Eq. (1.29) is still applicable provided we replace \( R_1 \) by \( R_{11} + R_1 \) and \( R_2 \) by \( R_{12} + R_2 \).
filters), analog-to-digital converters (dual-slope converters, quantized-feedback converters), and analog controllers (PID controllers).

If \( v_f(t) = 0 \), Eq. (1.34) predicts that \( v_o(t) = v_o(0) = \text{constant} \). In practice, when the integrator circuit is tried out in the lab, it is found that its output will drift until it saturates at a value close to one of the supply voltages, even with \( v_i \) grounded. This is due to the so-called input offset error of the op amp, an issue to be discussed in Chapter 5. Suffice it to say here that a crude method of preventing saturation is to place a suitable resistance \( R_p \) in parallel with \( C \). The resulting circuit, called a lossy integrator, will still provide the integration function, but only over a limited frequency range. Fortunately, in most applications integrators are placed inside a control loop designed to automatically keep the circuit away from saturation, at least under proper operating conditions, thus eliminating the need for the aforementioned parallel resistance.

The Negative-Resistance Converter (NIC)

We conclude by demonstrating another important op amp application beside signal processing, namely, impedance transformation. To illustrate, consider the plain resistance of Fig. 1.20a. To find its value experimentally, we apply a test source \( v \), we measure the current \( i \) out of the source’s positive terminal, and then we let \( R_{eq} = v/i \), where \( R_{eq} \) is the value of the resistance as seen by the source. Clearly, in this simple case \( R_{eq} = R \). Moreover, the test source releases power and the resistance absorbs power.

Suppose we now lift the lower terminal of \( R \) off ground and drive it with a noninverting amplifier with the input tied to the other terminal of \( R \), as shown in Fig. 1.20b. The current is now

\[
i = -\frac{v}{R_{eq}},
\]

where \( R_{eq} = v/i \) yields

\[
R_{eq} = -\frac{R_1}{R_2} R.
\]

indicating that the circuit simulates a negative resistance. The meaning of the negative sign is that current is now actually flowing into the test source’s positive terminal, causing the source to absorb power. Consequently, a negative resistance releases power.

If \( R_1 = R_2 \), then \( R_{eq} = -R \). In this case the test voltage \( v \) is amplified to \( 2v \) by the op amp, making \( R \) experience a net voltage \( v \), positive at the right. Consequently \( i = -\frac{v}{R} = v/(-R) \).

Positive resistances can be used to neutralize unwanted ordinary resistances, as in the design of current sources, or to control pole location, as in the design of active filters and oscillators.

Looking back at the circuits covered so far, note that by interconnecting suitable components around a high-gain amplifier we can configure it for a variety of operations: multiplication by a constant, summation, subtraction, differentiation, integration, and resistance conversion. This explains why it is called operational!

1.5 NEGATIVE FEEDBACK

Section 1.3 informally introduced the concept of negative feedback. Since the majority of op amp circuits employ this type of feedback, we shall now discuss it in a more systematic fashion.

Figure 1.21 shows the basic structure of a negative-feedback circuit. The arrows indicate signal flow, and the generic symbol \( x \) stands for either a voltage or a current signal. Besides the source and load, we identify the following basic blocks:

1. An amplifier, also called error amplifier in control theory, which accepts the signal \( x_d \) and yields the output signal

\[
x_o = ax_d
\]

where \( a \), the forward gain of the amplifier, is called the open-loop gain of the circuit.

2. A feedback network, which samples \( x_o \) and produces the feedback signal

\[
x_f = \beta x_o
\]

where \( \beta \), the gain of the feedback network, is called the feedback factor of the circuit.

3. A summing network, denoted \( \Sigma \), which generates the difference

\[
x_d = x_i - x_f
\]

also called the error signal. The designation negative feedback stems from the
fact that we are in effect feeding a portion of $x_d$ back to the input, where it is then subtracted from $x_i$ to yield the reduced signal $x_f$. Were it added instead, the feedback would be positive. For reasons that will become clearer as we proceed, negative feedback is also said to be degenerative, and positive feedback regenerative.

Eliminating $x_f$ and $x_d$ from the above equations and solving for the ratio $A = x_o/x_i$ yields

$$A = \frac{a}{1 + ab}$$

(1.40)

where $A$ is called the gain of the circuit. Note that for feedback to be negative we must have $ab > 0$. Consequently, $A$ will be smaller than $a$ by the amount $1 + ab$, which is aptly called the amount of feedback.

As a signal propagates around the loop made up of the amplifier, feedback network, and summer, it experiences an overall gain of $a \times \beta \times (-1)$, or $-ab$. Its negative is called the return ratio or, more commonly, the loop gain,

$$T = ab$$

(1.41)

and it allows us to express Eq. (1.40) as $A = (1/\beta)T/(1 + T)$. Letting $T \to \infty$ yields the ideal situation

$$A_{\text{ideal}} = \lim_{T \to \infty} A = \frac{1}{\beta}$$

(1.42)

that is, $A$ becomes independent of $a$ and is set exclusively by the feedback network. By proper choice of the topology of this network as well as the quality of its components, we can tailor the circuit to a variety of different applications. For instance, specifying $0 < \beta < 1$ will cause $x_o$ to be a magnified replica of $x_i$ since $1/\beta > 1$. Conversely, implementing the feedback network with reactive elements such as capacitors will yield a frequency-selective circuit with the transfer function $H(f) = 1/\beta f$; filters and oscillators belong to this class of circuits.

Henceforth we shall express the closed-loop gain in the insightful form

$$A = A_{\text{ideal}} \times \frac{1}{1 + 1/T}$$

(1.43)

If we define

$$\text{Error function} = \frac{1}{1 + 1/T} = 1 - \frac{1}{1 + T} = 1 - \epsilon$$

(1.44)

then Eq. (1.43) can be expressed as $A = A_{\text{ideal}}(1 - \epsilon)$, where $\epsilon = 1/(1 + T)$ is the fractional deviation from the ideal. The higher the amount of feedback $1 + T$, the smaller is the fractional error $\epsilon$, and the closer the error function is to unity. The gain error is the percentage deviation of $A$ from the ideal. For $T \gg 1$ we have

$$\text{Gain error (\%)} = 100 \frac{A - A_{\text{ideal}}}{A_{\text{ideal}}} \approx 100 \frac{\epsilon}{T}$$

(1.45)

**EXAMPLE 1.7.** (a) Find the loop gain needed to approximate $A_{\text{ideal}}$ within 0.1%. (b) Find the open-loop gain needed to achieve $A = 100$ with the above degree of accuracy. (c) With the value of $a$ found in (b), find $\beta$ so that $A = 100$ exactly.

Solution.

(a) By Eq. (1.45), we want $100/T \leq 0.1$. Consequently, we need $T \geq 10^3$.

(b) For $A_{\text{ideal}} = 1/\beta = 100$ we need $\beta = 10^{-3}$. Then $ab \geq 10^3$ implies $a \geq 10^{10}/10^2 = 10^8$.

(c) Imposing $100 = 10^7/(1 + 10^3\beta)$ yields $\beta = 9.99 \times 10^{-3}$.

This example evidences the price for a tight closed-loop accuracy, namely, the need to start out with $a \gg A$. As we close the loop around the error amplifier, we are in effect throwing away a good deal of open-loop gain, namely, the amount $1 + T$. It is also evident that for a given $a$, the smaller the closed-loop gain $A$, the smaller its percentage deviation from the ideal.

It is instructive to examine the effect of negative feedback also on the signals $x_d$ and $x_f$. We have $x_d = x_o/a = A x_i/a = (A/a) x_i$, or

$$x_d = \frac{1}{1 + T} x_i$$

(1.46)

Moreover, $x_f = \beta x_o = \beta A x_i$, or

$$x_f = \frac{1}{1 + 1/T} x_i$$

(1.47)

As $T \to \infty$, the error signal $x_d$ will approach zero, and the feedback signal $x_f$ will track the input signal $x_i$. This is the familiar virtual short introduced in the previous section.

The most direct implementation of the feedback structure of Fig. 1.21 is the familiar noninverting amplifier. As shown in Fig. 1.22, the feedback signal is the inverting input voltage $v_W = \beta v_O$, where $\beta = R_1/(R_1 + R_2)$. Moreover, since the op amp is a difference amplifier, the operation of subtraction of $v_W$ from $v_I$ is performed implicitly by the op amp itself.

**Gain Desensitivity**

We wish to investigate how variations in the open-loop gain $a$ affect the closed-loop gain $A$. Differentiating Eq. (1.40) with respect to $a$ and $\beta$ amplifying yields

![Image](image-url)
\[ \frac{dA}{a} = \frac{1}{(1 + aB)^2}. \]

Since \( 1 + aB = a/A \), we can write, after rearranging,

\[ \frac{dA}{a} = \frac{1}{1 + T \ a} \] (1.48)

Replacing differentials with finite increments and multiplying both sides by 100, we can approximate

\[ 100 \frac{\Delta A}{A} \cong \frac{1}{1 + T} \left( 100 \frac{\Delta a}{a} \right) \] (1.49)

indicating that the effect of a given percentage change in \( a \) upon \( A \) is reduced by \( 1 + T \).

For \( T \) sufficiently large, even a substantial change in \( a \) will cause an insignificant change in \( A \). It is apparent that negative feedback desensitizes gain, and this is the reason why \( 1 + T \) is called the desensitization factor. The stabilization of \( A \) is highly desirable because the open-loop gain \( a \) of a practical amplifier is ill-defined due to process variations, thermal drift, aging, and power-supply variations.

Evaluating \( dA/da \) and proceeding in a similar fashion, we find that for \( T \) sufficiently large,

\[ 100 \frac{\Delta A}{A} \cong -100 \frac{\Delta \beta}{\beta} \] (1.50)

A given increase (or decrease) in \( \beta \) will cause \( A \) to decrease (or increase) by the same amount, indicating that negative feedback does not stabilize \( A \) against variations in \( \beta \). Hence the need to implement the feedback network with components of adequate quality and tracking capabilities.

**EXAMPLE 1.8.** A negative-feedback circuit has \( a = 10^2 \) and \( \beta = 10^{-1} \). (a) Estimate the percentage change in \( A \) brought about by a \( \pm 10\% \) change in \( a \). (b) Repeat if \( \beta = 1 \).

**Solution.**

(a) The desensitivity factor is \( 1 + T = 1 + 10^2 \times 10^{-3} = 101 \). Thus, a \( \pm 10\% \) change in \( a \) will cause a percentage change in \( A \) 101 times as small; that is, \( A \) changes by \( \pm 10/101 \cong \pm 0.1\% \).

(b) Now the desensitivity increases to \( 1 + 10^2 \times 1 \cong 10^3 \). The percentage change in \( A \) is now \( \pm 10/10^3 = 0.0001\% \), or one part per million (1 ppm). We note that for a given \( a \), the lower the value of \( A \), the higher the desensitivity because \( 1 + T = a/A \).

**Nonlinear Distortion Reduction**

A convenient way of visualizing the transfer characteristic of an amplifier is by means of its transfer curve, that is, the plot of its output \( v_o \) versus its input \( v_i \). Since a linear amplifier yields \( v_o = a v_i \), its curve is a straight line with slope \( a \). However, the transfer curve of a practical amplifier is usually nonlinear, and the gain \( a \) must more generally be defined as

\[ a = \frac{dx_o}{dx_i} \] (1.51)

The top curve in Fig. 1.23a is the voltage transfer curve (VTC) of an amplifier having

\[ v_Q = V_o \tanh \frac{V_D}{V_d} \] (1.52)

where \( V_d \) and \( V_Q \) are suitable input and output scaling voltages. In the present case \( V_d = 10^{-3} \) V and \( V_Q = 10 \) V. The curve is approximately linear near the origin, but as the operating point is moved toward the periphery, the slope decreases until the curve eventually flattens out and saturates at \( \pm V_Q = \pm 10 \) V. As shown in the bottom curve in Fig. 1.23a, the slope, or gain, \( a \), is maximum at the origin, decreases away from the origin, and finally drops to zero in saturation. A nonlinear curve yields a distorted output even if the peak values are kept below the saturation limits. For instance, applying a sinusoidal input will result in a pseudosinusoidal output with the top and bottom flattened out because of the decreased gain away from the origin.

Consider now the effect of applying negative feedback around such an amplifier. In light of Eq. (1.42) we expect that as long as \( a \) is sufficiently large to make \( T \gg 1 \), \( A \) will be fairly constant and close to \( 1/\beta \) in spite of the decrease of \( a \) away from the origin. This is also confirmed by Eq. (1.49). Figure 1.23b shows the effect of applying feedback with \( \beta = 0.1 \) V/V. The closed-loop curve is much more linear than the open-loop curve, and it is so over a wider signal range. Of course, as we approach saturation, where \( a \) drops to zero, the linearizing effect of negative
feedback no longer applies because of the lack of loop gain there; hence, \( A \) itself drops to zero.

It is instructive to carry out a computer simulation to visualize the various waveforms in the circuit. Using the noninverting configuration of Fig. 1.22a, we write the following PSpice file:

```
Waveforms with a nonlinear open-loop VTC
*vO = -10*tanh(10000*vO)
$v1 1 0 pulse (-0.9V 0.9V -0.35mA 0.5mA 0.5mA 1us 1ms)
*rd 1 2 1meg
*input resistance
*R1 0 2 1k ;beta = R1/(R1+R2)
*R2 2 3 10k ;beta = 0.1
*gain 3 6 value = \( 10^9 \times (1/(exp(2848*\text{v}(1,2))-1)/\exp(2848*\text{v}(1,2))+1)) \)
*trans 100us 2ms 1ms 100us
*probe \[ \text{v}(1), \text{vO}(3), \text{v}(1,2) \]
.end
```

The PSpice waveforms of Fig. 1.24 indicate that \( v_D \) is a magnified and fairly undistorted replica of \( v_I \), as expected. Note, however, how distorted \( v_D \) is! It is the error amplifier itself that predistorts \( v_D \), via the feedback network, in order to compensate for its own distorted VTC and thus yield an undistorted output.

**Effect of Feedback on Disturbances and Noise**

Negative feedback provides a means also for reducing circuit sensitivity to certain types of disturbances. Figure 1.25 illustrates three types of disturbances: \( x_1 \), entering the circuit at the input, might represent unwanted signals such as input offset errors and input noise, both of which will be covered in later chapters; \( x_2 \), entering the circuit at some intermediate point, might represent power-supply hum; \( x_3 \), entering the circuit at the output, might represent output load changes.

To accommodate \( x_2 \), we break the amplifier into two stages with individual gains \( a_1 \) and \( a_2 \). The overall forward gain is then \( a = a_1 \times a_2 \). The output is found as

\[
x_o = x_3 + a_2[x_2 + a_1(x_1 - \beta x_o + x_1)],
\]

or

\[
x_o = \frac{a_1 a_2}{1 + a_1 a_2 \beta} \left( x_1 + x_2 + \frac{x_2}{a_1} + \frac{x_3}{a_2} \right) \quad (1.53)
\]

We observe that \( x_1 \) undergoes no attenuation relative to \( x_1 \). However, \( x_2 \) and \( x_3 \) are attenuated by the forward gains from the input to the points of entry of the disturbances themselves. This feature is widely exploited in the design of audio amplifiers. The output stage of such an amplifier is a power stage that is usually affected by an intolerable amount of hum. Preceding such a stage by a high-gain, low-noise preamplifier stage and then closing a proper feedback loop around the composite amplifier reduces hum by the first-stage gain.

For \( a_1 a_2 \beta \gg 1 \), Eq. (1.53) simplifies to \( x_o = (1/\beta)(x_1 + x_2/a_1 + x_3/a_2) \). The quantity \( 1/\beta \) is aptly called the *noise gain* because this is the gain with which the circuit amplifies the input noise \( x_1 \).

**1.6 FEEDBACK IN OP AMP CIRCUITS**

We now wish to relate the concepts of the previous section to circuits based on op amps. Figure 1.26 shows typical topologies for input summing and output sampling. As we proceed, we shall make frequent references to these basic topologies.

In Fig. 1.26a we are summing voltages; since voltages are combined in series with each other, this is referred to as an *input-series* topology. By contrast, in Fig. 1.26b we are summing currents, and this is an *input-shunt* topology. As a rule
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<table>
<thead>
<tr>
<th>FIGURE 1.26</th>
</tr>
</thead>
<tbody>
<tr>
<td>Negative-feedback topologies: (a) series at the input; (b) shunt at the input; (c) shunt at the output; and (d) series at the output.</td>
</tr>
</tbody>
</table>

of thumb, if the input and the feedback signals enter the amplifier at different nodes, the input topology is of the series type; if they enter at the same node, it is of the shunt type.

In Fig. 1.26c we are sampling the load voltage, an operation that is performed in parallel, or shunt; hence this is an output-shunt topology. In Fig. 1.26d we are using a series resistance \( R \) to sample the load current; hence this is an output-series topology. As a rule of thumb, if we short (open) the output load and we still witness some feedback signal at the input, then we are not sampling a voltage (current).

Using intuitive arguments, we expect negative feedback to alter not only the gain but also the input and output resistances. Referring to Fig. 1.26a, we know that the op amp tends to reduce \( V_d \). The current \( v_d/r_d \) drawn from the input source will thus be small, indicating that the input-series topology raises the input resistance. By contrast, the input-shunt topology of Fig. 1.26b lowers the input resistance because the voltage at the summing junction is forced to closely track the noninverting input voltage, which in this case is ground.

Turning next to the voltage-sampling topology of Fig. 1.26c we observe that a disturbance in the form of a load-current change will have a reduced effect on the output voltage, implying that the output-shunt topology lowers the output resistance. Conversely, the output-series topology raises the output resistance because a load-voltage change will have a reduced effect on the output current. In summary, whether at the input or at the output port, a series topology raises and a shunt topology lowers the corresponding port resistance. We will soon find that the amount of increase or decrease is given by the amount of feedback itself!

To get a feel for the effects of negative feedback, let us investigate the basic inverting and noninverting configurations, which are the workhorses of op amp applications. Specifically, let us derive expressions for the closed-loop parameters \( R_i \), \( A \), and \( R_o \), but using the full-fledged op amp model of Fig. 1.3b; then let us compare the results with those of the ideal op amp of Section 1.4. This kind of approach will be applied to other circuits as well in subsequent chapters.

The Noninverting Configuration

Comparing Fig. 1.27 with Fig. 1.26a and c, we observe that the noninverting amplifier is of the input-series, output-shunt type, or series-shunt for short. To find its closed-loop gain, we sum currents at the nodes labeled \( v_N \) and \( v_O \):

\[
\frac{v_I - v_N}{r_d} - \frac{v_N}{R_1} + \frac{v_O - v_N}{R_2} = 0
\]

(1.54)

where we have used \( v_D = v_I - v_N \). Eliminating \( v_N \) and solving for the ratio \( A = v_O/v_I \) yields

\[
A = \frac{1 + R_2/R_1 + r_o/R_1}{1 + r_o/r_d + (R_2 + r_o)/r_d} \quad (1.55)
\]

In a well-designed amplifier the ratios \( r_o/r_d \), \( (R_2 + r_o)/r_d \), and \( r_o/R_1 \) are negligible compared to \( 1 + a \), so we can simplify as

\[
A \approx \frac{1 + R_2}{R_1} \left( 1 + \frac{1}{1/T} \right) \quad (1.56)
\]

where \( T = ab \) is the loop gain and

\[
\beta = \frac{R_1}{R_1 + R_2}
\]

FIGURE 1.27
The noninverting configuration.
I. 
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Eliminating \( v_N \) and solving for the ratio \( R_o = v_i / v \), we obtain

\[
R_o = \frac{r_o}{1 + (a + r_o/R_1 + r_o/r_d)/(1 + R_2/R_1 + R_2/r_d)}
\]

Typically \( r_d \) is in the megohm range or greater, \( R_1 \) and \( R_2 \) are in the kilohm range, and \( r_o \) is on the order of \( 10^2 \) \( \Omega \). The terms \( R_1/R_1, r_o/r_d, \) and \( R_2/r_d \) can thus be ignored to yield

\[
R_o \approx \frac{r_o}{1 + T}
\]

Looking back at Eqs. (1.55), (1.59), and (1.61), we observe that negative feedback, besides desensitizing gain by the factor \( 1 + T \), raises \( T_d \) and lowers \( T_o \) by the same factor. We find these features extremely helpful in our attempt to approximate the ideal voltage-amplifier terminal conditions of Table 1.1.

EXAMPLE 1.8. Let the op amp of Fig. 1.27 be the 741, for which \( r_d = 2 \text{ M\Omega}, r_o = 75 \text{ \Omega}, \) and \( a = 200 \text{ V/mV} \). Find the exact, the approximated, and the ideal values of \( A, R_i, \) and \( R_o \) if (a) \( R_1 = 1 \text{ \kappa\Omega} \) and \( R_2 = 999 \text{ \kappa\Omega} \); (b) \( R_1 = 0 \) and \( R_2 = 0.99 \text{ \kappa\Omega} \). Confirm with PSpice.

Solution.

(a) Substituting the given parameter values into Eq. (1.54) gives \( A = 995.022 \text{ V/V} \); using Eq. (1.55) with \( T = 200 \) gives \( A = 995.024 \text{ V/V} \); moreover, \( A_{	ext{ideal}} = 1000 \text{ V/V} \). Proceeding in similar fashion, we find \( R_i = 401.97 \text{ \kappa\Omega}, 402.00 \text{ \kappa\Omega}, \) or \( R_i \approx \frac{r_d}{1 + T} \). For a sufficiently large gain \( a \) we can ignore the last term. Moreover, in a well-designed circuit we usually have \( r_o \ll R_2 \). Therefore, \( R_i \approx r_d(1 + 1/R_1) \), or

\[
R_i \approx r_d(1 + T)
\]

(b) We now have \( T = 200,000 \). Because of this much larger value, we simply ignore the exact calculations and use only the approximations. We thus find \( A = 0.999995 \text{ V/V}, 1 \text{ V/V}, R_i = 400 \text{ \kappa\Omega}, \) and \( R_o = 375 \text{ \mu\Omega} \).

Using the subcircuit OA appearing in the PSpice code at the end of Section 1.2, we write the following circuit file for part (a):

```
Noninverting amplifier with A = 1 V/mV
vi 1 0 ac 1V ;input source
R1 0 2k ;resistance 0 input
R2 2 3k999 ;feedback resistance
X 1 2 3 OA ;activates the op amp
.vf (3) vi ;input-function analysis
.end
```

The PSpice simulation yields

\[
\frac{v(3)}{vi} = 9.9508e+02
\]

Input resistance at \( vi = 4.0298e+08 \)

Output resistance at \( v(3) = 3.732e-01 \)

This confirms the results of hand calculations. A similar simulation confirms the results of part (b).

FIGURE 1.28 Finding \( R_i \) and \( R_o \) for the noninverting configuration.
SECTION 1.6 Feedback in Op Amp Circuits

The Inverting Configuration

To find the gain of the inverting configuration of Fig. 1.29, we proceed as in the noninverting case. Summing currents at the nodes labeled \( v_N \) and \( v_O \), eliminating \( v_N \), and then solving for the ratio \( A = v_O/v_I \) yields

\[
A = \frac{aR_2 - r_o}{(1 + a)R_1 + (R_2 + r_o)(1 + R_1/R_d)}
\]  

\( \text{(1.62)} \)

In a well-designed circuit we usually have \( r_o \ll R_2 \) and \( R_1/R_d \ll 1 \). Consequently, we can simplify as

\[
A \approx \left( -\frac{R_2}{R_1} \right) \frac{1}{1 + 1/T}
\]  

\( \text{(1.63)} \)

where \( T \), the loop gain, is given by

\[
T = \frac{aR_1}{R_1 + R_2}
\]  

\( \text{(1.64)} \)

We observe that \( T \) is the same as in the noninverting configuration. However, the expressions for \( A_{\text{ideal}} \) are different, since the inputs are applied at different points of the same circuit. The feedthrough gain is now

\[
\lim_{a \to 0} A = \frac{r_o}{R_1 + (R_2 + r_o)(1 + R_1/R_d)}
\]  

\( \text{(1.65)} \)

Though not as small as in the noninverting case, this gain will also be ignored in future calculations.

To find \( R_i \), we first determine the equivalent resistance \( R_e \) of the inverting input. Then we let \( R_i = R_1 + R_e \). To this end we apply a test current \( i \), as in Fig. 1.30, we find the resulting voltage \( v \), and then we let \( R_e = v/i \). Comparing with Fig. 1.26b and c we observe that this is a shunt-shunt topology. Summing currents at node \( v \) and then solving for the ratio \( R_e = v/i \), we get

\[
R_e = \frac{R_2 + r_o}{1 + a + (R_2 + r_o)/R_d}
\]  

\( \text{(1.66)} \)

\[\text{FIGURE 1.29}
\]  

The inverting configuration.

\[\text{FIGURE 1.30}
\]  

Finding the virtual-ground resistance \( R_e \).

Ignoring the term \((R_2 + r_o)/R_d\) compared to \( a \), we approximate \( R_e \) as

\[
R_e \approx \frac{R_2 + r_o}{1 + a}
\]  

\( \text{(1.67a)} \)

For \( r_o \ll R_2 \), this simplifies further as

\[
R_e \approx \frac{R_2}{1 + a}
\]  

\( \text{(1.67b)} \)

indicating that a negative-feedback amplifier's feedback resistance \( R_2 \) is divided by \((1 + a)\) when reflected to the input. This transformation is referred to as the Miller effect, and it holds also in the more general case in which the feedback element is an impedance. Because of the large gain \( a \), we expect \( R_e \ll R_1 \). In fact, in the limit \( a \to \infty \) we would get \( R_e \to 0 \), the condition for a perfect virtual ground, as we already know. Summarizing,

\[
R_i = R_1 + R_e \approx R_1
\]  

\( \text{(1.68)} \)

To find \( R_i \) in the circuit of Fig. 1.29 we suppress the input source \( v_I \) and apply a test voltage \( v \) at the output, ending up again with the situation of Fig. 1.28b. Consequently,

\[
R_o \approx \frac{r_o}{1 + T}
\]  

\( \text{(1.69)} \)

where \( T \) is as given in Eq. (1.64).

**EXAMPLE 1.10.** Let the op amp of Fig. 1.29 be the 741 type. Find \( A \), \( R_e \), \( R_i \), and \( R_o \), if \( (a) \ R_1 = R_2 = 100 \, \text{k}\Omega \); \( (b) \ R_1 = 1 \, \text{k}\Omega \) and \( R_2 = 1 \, \text{M}\Omega \).

**Solution.**

\( (a) \ T = \text{afl} = \frac{200,000 \times 100}{100 + 100} = 10^5 \); \( A = -1/(1 + 1/10^5) = -0.99999 \)

\( (b) \) \( T = \frac{200,000}{1001} = 199.9 \); \( A = -995.0 \) \( V/V \); \( R_e \approx 5 \, \Omega \); \( R_i = 10^5 + 5 = 1005 \, \Omega \) \( R_e = 0.374 \, \Omega \).

The reader is encouraged to verify the above results using PSpice.

It is intriguing that the expressions for \( A \) and \( R_i \) for the inverting and noninverting configurations are so different, even though one configuration can be derived from
Letting $v_I/R_1 \rightarrow i_I$, $v_O/R_2 \rightarrow -i_I$, and

$$a_v = -(R_1/R_2)a$$

allows us to write

$$v_O = a_v(i_I - i_f)$$

confirming an input-shunt topology of the type of Fig. 1.26b. Even though the op amp is a voltage-type amplifier with gain $a$ in $V/V$, when used in the inverting configuration it functions as a transresistance amplifier with gain $a_v$ in $V/A$. Moreover, rewriting as

$$v_O = a_v(i_I - \beta_f v_O)$$

confirms a feedback factor $\beta_f$ in $A/V$. The loop gain is $T = a_v \beta_f$, or

$$T = \frac{a R_1}{R_1 + R_2}$$

in agreement with Eq. (1.64). The closed-loop transresistance gain, defined as $A_v = v_O/i_I$, is, by Eqs. (1.42) and (1.43),

$$A_v = \frac{1}{\beta_f} \times \frac{1}{1 + 1/T} = \frac{-R_2}{R_1 + R_2} \times \frac{1}{1 + 1/T}$$

Finally, the closed-loop voltage gain, defined as $A = v_O/v_I$, is found as $A = [v_O/(v_I/R_1)]/R_1 = A_v/R_1$, or

$$A = -\frac{R_2}{R_1} \times \frac{1}{1 + 1/T}$$

in agreement with Eq. (1.63). Summarizing, we can state that the inverting amplifier, though commonly applied as a voltage-in, voltage-out circuit, when analyzed as a negative-feedback system is more properly treated as a current-in, voltage-out circuit, thus confirming the designation shunt-shunt configuration.

### Concluding Remarks

The above example illustrates that $R_1$, $R_0$, and $R_a$ are remarkably close to ideal. For a given value of $a$, the closer the values of the closed-loop gain, the closer the results are to ideal. Even with closed-loop gains on the order of $10^3$ $V/V$, which is about the upper limit of practical interest, the deviation from ideal is still quite small, at least for the value of $a$ used in the examples. It seems therefore reasonable to assume ideal closed-loop parameters even if the open-loop parameters are those of a nonideal op amp, especially in view of the simplicity of the ideal closed-loop expressions and of the virtual-short concept. This is also justified by the fact that in a great many practical situations, accuracies within a few percentage points are adequate. Even in precision applications, where small deviations may matter, it is always convenient to start with the ideal op amp model in order to gain a quick, albeit approximate, understanding of what the circuit is supposed to do, and then refine the analysis in the course of a second pass. We shall see many examples of this.

Once again we reiterate that the benefits of negative feedback stem from the availability of a sufficiently large-loop gain $T$. Put another way, if you had to choose between an op amp with poor $r_d$ and $r_o$ but excellent $a$, and one with excellent $r_d$ and $r_o$ but poor $a$, go for the former! The large size of $a$ will make up for its poor $r_d$ and $r_o$ specifications (see Problem 1.53).

### 1.7 The Loop Gain

By now it is apparent that the loop gain $T$ plays a central role in negative-feedback theory. The larger $T$ is, the closer to ideal the closed-loop parameters are. In Chapter 8 we shall see that $T$ also determines whether a circuit is stable as opposed to oscillatory.

As we know, the gain of an op amp circuit is generally found as

$$A = A_{\text{ideal}} \times \frac{1}{1 + 1/T}$$

where $A_{\text{ideal}}$ is calculated using the ideal op amp model and, hence, the virtual-short technique. Moreover, the closed-loop terminal resistances are generally found as

$$R \equiv r \times (1 + T)^{-1}$$

where $r$ is the open-loop resistance calculated in the limit $a \rightarrow 0$, and we use $+1$ for a series topology, $-1$ for a shunt topology.

### Finding the Loop Gain $T$ Directly

We can find $T$ directly by suppressing all input sources, breaking the loop at some convenient point, and injecting a test signal $v_T$. As this signal propagates around the loop, it comes back as the return signal $v_R = a \times (\beta \times (-1) \times v_T$, so $T = a \beta$ is found as

$$T = \frac{v_R}{v_T} \bigg|_{v_I = 0}$$

where we use the generic symbol $v_I$ to denote the input source (or sources, in the case of multiple-input circuits such as summing and difference amplifiers). The procedure is illustrated in Fig. 1.31, where for completeness we have included also an output load $R_L$. This circuit could pertain to both the inverting and the noninverting configurations, as they are indistinguishable once the external source has been suppressed. In fact, the previous section has revealed that $T$ depends only on the amplifier and its feedback network, regardless of where we apply the input signal. Breaking the loop right at the dependent source's output, as shown, yields the convenient result
$v_R = a v_D$. Using the voltage divider formula twice, we get

$$v_R = a \left( \frac{-R_1 \parallel R_d}{R_1 \parallel R_2 + R_2} \times \frac{(R_1 \parallel R_d + R_2 \parallel R_L + r_o}{R_1 \parallel R_2 + R_2} \right) v_T$$

Expanding and then using Eq. (1.72) yields

$$T = a \left( 1 + \frac{R_2}{R_1 + R_2/d} \right) \times \frac{1 + r_o/R_1 + (R_1 \parallel R_2 + R_2)}{1 + R_1 + R_2/d} \right)$$

Note that for $r_o$ sufficiently small the last term tends to unity, and for $R_2$ sufficiently large the ratio $R_2/r_o$ can be ignored, thus yielding the familiar result $T = a/(1 + R_2/R_1)$.

**Example 1.11.** In Fig. 1.32a let $R_1 = R_2 = 1 \text{ M} \Omega$, $R_3 = 100 \text{ k} \Omega$, $R_4 = 1 \text{ k} \Omega$, and $R_L = 2 \text{ k} \Omega$. (a) Find the ideal gain $A$. (b) Find the actual gain if the op amp has $r_o = 10^3 \text{ V/V}$, and $r_d = 100 \Omega$. What is its percentage departure from the ideal? 

**Solution.**

(a) If the op amp were ideal, we would have $V_o = 0$ and $v_1 = -(R_1/R_2)v_T$. Summing currents at node $v_1$ yields $-v_1/R_2 - v_1/(v_1 - v_T)/R_2$. Eliminating $v_1$ and solving for $v_o/v_T$, we obtain

$$A_{\text{ideal}} = \left( \frac{R_1}{R_2} + \frac{1}{R_3} \right)$$

Substituting the given component values yields $A_{\text{ideal}} = -101.1 \text{ V/V}$.

(b) Find $T$ using the equivalent circuit of Fig. 1.32b. Let $R_s = R_1 \parallel r_o = 500 \text{ k} \Omega$, $R_p = R_2 + R_3 = 1.5 \text{ M} \Omega$, $R_c = R_3 \parallel R_4 = 1 \text{ k} \Omega$, $R_2 = R_2 + R_3 = 110 \text{ k} \Omega$, $R_1 = R_1 \parallel R_2 = 1.961 \text{ k} \Omega$, and $R_f = R_f + r_o = 2.061 \text{ k} \Omega$. Applying the voltage divider formula repeatedly, we get $-v_1 = (R_1/R_2)v_T = v_1/3$, $v_1 = (R_1/R_2)v_T = v_T/1.051$. Thus, $v_o = av_D = -10v_T/(3 \times 101 \times 1.051) = -341v_T$. So $T = a = 341$, and $A = -101.1/(1 + 1/7) = -100.8$ V/V. By Eq. (1.56), the deviation from the ideal is -0.32%.

The reader may find it instructive to verify the above results using PSpice. This is a practical circuit for realizing a large inverting gain while using a relatively large resistance $R_1$ to ensure high input resistance.

**Finding the Feedback Factor $\beta$**

An alternative approach is to focus on the feedback circuitry to find the amount $\beta$ of voltage feedback around the op amp, consistent with the fact that the op amp is a voltage-type amplifier, and then combine with data-sheet information about the voltage gain $a$ to obtain the loop gain as $T = a\beta$. We shall follow this approach extensively when studying stability, in Chapter 8. To find $\beta$, we suppress all input sources, we disconnect the op amp, and we replace it with its terminal resistances $r_d$ and $r_o$ to retain the same loading conditions. Then we apply a test source $v_T$ via $r_o$, we find the difference $v_D$ across $r_d$, and we finally let

$$\beta = \frac{v_D}{v_T} \quad r_o = 0$$

This is illustrated in Fig. 1.33 for the circuit of Fig. 1.31. Using the voltage divider formula twice, we get

$$\beta = \frac{v_D}{v_T} = \frac{R_1 \parallel R_d}{R_1 \parallel R_2 + R_2} \times \frac{(R_1 \parallel R_d + R_2) \parallel R_L + r_o}{R_1 \parallel R_2 + R_2}$$

which is readily rearranged as

$$\beta = \frac{1}{1 + R_2/R_1 + R_2/r_o} \times \frac{1}{1 + r_o/(R_1 \parallel R_2 + R_2) + r_o/R_L}$$

in agreement with Eq. (1.73). This expression accounts for loading both of the output port by the feedback network and of the feedback network itself by the input port. Only in the limits $r_d \to \infty$ and $r_o \to 0$ does it tend to the simplified form $\beta = R_1(R_1 + R_2) = 1/(1 + R_2/R_1)$ of Eq. (1.56).

**Finding the feedback factor $\beta$ ($\times$ denotes a cut).**
Except for special cases such as heavy capacitive loading at the output, the external circuitry in a well-designed amplifier will cause negligible voltage loss across \( r_o \). At the risk of a small error, we will often let \( r_o \equiv 0 \) to simplify our calculations. This will yield slightly overestimated values for \( \beta \) and \( T \).

**EXAMPLE 1.12.** Let the op amp of Fig. 1.34a have \( r_f = 1 \, \text{M} \Omega, \alpha = 10^4 \, \text{V/V}, \) and \( r_e = 100 \, \Omega \). (a) Find \( \beta \) and \( T \). (b) Find the ideal as well as the actual transfer characteristic of the circuit.

**Solution.**

(a) After suppressing all input sources, replacing the op amp with its terminal resistances, and applying a test voltage \( v_T \), we get the circuit of Fig. 1.34b. Let \( R_s = R_1 \| R_2 \| R_{3} \| r_e = 10 \| 20 \| 30 \| 1000 = 5.425 \, \Omega, \) \( R_B = R_B + R_s = 305.4 \, \text{k} \Omega, \) \( R_C = R_C - r_e = 1.987 \, \text{k} \Omega, \) and \( R_T = R_T + r_e = 2.087 \, \Omega. \) Then \( v_T = \frac{(R_s/R_B) v_T}{(R_s/R_B) v_T} = \frac{v_T}{5.623}. \) Let \( v_T = v_T/1.050 \), and \( \beta = v_T/v_T = 1/(5.623 \times 1.050) = 1/59.13 \, \text{V/V}. \) The loop gain is \( T = \alpha \beta = 10^4/59.13 = 169.1. \)

(b) Ideally, \( v_o = -300/10 v_i - (300/20) v_i - (300/30) v_i, \) or

\[ v_o = -30 v_i + 30 v_i + 30 v_i \]

To find the actual characteristic, each coefficient must be multiplied by 1/(1 + 1/7) = 1/(1 + 1/169.1) = 0.9941. Thus,

\[ v_o = -(29.82 v_i + 14.91 v_i + 9.941 v_i) \]

As implied by its name, negative feedback is applied at the op amp's inverting input. However, we will encounter situations involving also a certain amount of feedback via the noninverting input, that is, a combination of both negative and positive feedback. Rewriting Eq. (1.74) with all input sources suppressed as

\[ \beta = \frac{v_T}{v_T} - \frac{v_F}{v_F} = \beta_N - \beta_P \]

(1.76)

indicates that in order for the net feedback \( \beta \) to be negative, \( \beta_N = -\frac{v_T}{v_T} \) must prevail over \( \beta_P = \frac{v_F}{v_F} \). We shall see in Chapter 9 that if \( \beta_P \) prevails over \( \beta_N \), then feedback is of the positive type, something that forces the op amp into saturation and causes it to operate as a Schmitt trigger. Unless stated to the contrary, henceforth we shall assume feedback to be always negative.

**EXAMPLE 1.13.** Find \( \beta \) in the circuit of Fig. 1.13b if \( r_f = 100 \, \text{k} \Omega \) and \( r_e = 100 \, \Omega. \)

**Solution.** After the necessary modifications, we end up with the circuit of Fig. 1.35. Applying the voltage divider formula twice, we obtain

\[ \beta_N = \frac{R_f}{R_s} = \frac{R_f}{R_f + R_s} = 0.622 \]

\[ \beta_P = \frac{R_f}{R_f + R_s} = \frac{R_f}{R_f + (R_s/R_f) + R_s} = 0.188 \]

so that \( \beta = 0.622 - 0.188 = 0.434 \, \text{V/V}. \) Since the amount (0.622) of negative feedback is greater than the amount (0.188) of positive feedback, the net feedback around the op amp is negative.

In Chapters 6 and 8 we shall have much more to say about the loop gain \( T \).

### 1.8 OP AMP POWERING

In order to function, op amps need to be externally powered. Powering serves the twofold purpose of biasing the internal transistors and providing the power that the op amp must in turn supply to the output load and the feedback network. Figure 1.36 shows a recommended way of powering op amps. To prevent the ac noise usually present on the supply lines from interfering with the op amps, the supply pins of each IC must be bypassed to ground. Figure 1.36 includes polarized capacitors at the points of entry of the supply voltages to power the op amp ICs. However, these capacitors must be mounted as close as possible to the op amp pins, and the supply lines to the op amps must be kept short. This reduces the amount of noise present on the supply lines from interfering with the op amps.

Typically \( V_{CC} \) and \( V_{EE} \) are generated with a dual ±15-V regulated power supply. Though these values have long been the standard in analog systems, today's...
mixed-mode applications call for a single 5-V supply to power both digital and analog circuits. In this case we have \( V_{CC} = 5 \text{ V} \) and \( V_{EE} = 0 \text{ V} \). Unless otherwise specified, we assume \( V_{CC} = 15 \text{ V} \) and \( V_{EE} = -15 \text{ V} \). Though the power-supply interconnections are normally omitted from circuit diagrams for the sake of simplicity, we must remember to power our op amp when we try them out in the lab. Some of the most frequent sources of frustration for the beginner are due to improper powering, such as faulty wire connections, interchanging \( V_{CC} \) and \( V_{EE} \), or even forgetting to turn the power on! When troubleshooting, it is good practice to check the voltages right at the supply pins of the op amp.

### Current Flow and Power Dissipation

Since virtually no current flows in or out of the input pins of an op amp, the only current-carrying terminals are the output and the supply pins. We shall designate their currents as \( I_Q, I_{CC}, \) and \( I_{EE} \). Since \( V_{CC} \) is the most positive and \( V_{EE} \) the most negative voltage in the circuit, under proper operation \( I_{CC} \) will always flow into and \( I_{EE} \) always out of the op amp. However, \( I_Q \) may flow either out of or into the op amp, depending on circuit conditions. In the former case the op amp is said to be sourcing current, and in the latter it is sinking current. At all times, the three currents must satisfy KCL. So for an op amp sourcing current we have \( I_{CC} = I_{EE} + I_Q \), and for an op amp sinking current we have \( I_{EE} = I_{CC} + I_Q \).

In the special case in which \( I_Q = 0 \), we have \( I_{CC} = I_{EE} = I_O \), where \( I_Q \) is called the quiescent supply current. This is the current that biases the internal transistors to keep them electrically alive. Its magnitude depends on the op amp type and, to a certain extent, on the supply voltages; typically, \( I_Q \) is in the milliampere range. Op amps intended for portable equipment applications may have \( I_Q \) in the microampere range and are therefore called micropower op amps.

Figure 1.37 shows current flow in the noninverting and inverting circuits, both for the case of a positive and a negative input. Trace each circuit in detail until you are fully convinced that the currents flow as shown. Note that the output current consists of two components, one to feed the load and the other to feed the feedback network. Moreover, the flow of currents \( I_Q \) and \( I_O \) through the op amp causes internal power dissipation. This dissipation must never exceed the maximum rating specified in the data sheets.

**FIGURE 1.36**

Op amp powering with bypass capacitors.

**FIGURE 1.37**

Current flow for the noninverting [(a) and (b)] and the inverting [(c) and (d)] amplifiers.

**EXAMPLE 1.14.** An inverting amplifier with \( R_1 = 10 \text{ k}\Omega, R_2 = 20 \text{ k}\Omega, \) and \( V_I = 3 \text{ V} \) drives a 2-k\Omega load. (a) Assuming \( I_Q = 0.5 \text{ mA} \), find \( I_{CC}, I_{EE}, \) and \( i_o \). (b) Find the power dissipated inside the op amp.

**Solution.**

(a) With reference to Fig. 1.37c, we have \( v_I = -(20/10)3 = -6 \text{ V} \). Denoting the currents through \( R_1, R_2, \) and \( R_3 \) as \( i_2, i_3, \) and \( i_1 \), we have \( i_2 = 6/2 = 3 \text{ mA} \) and \( i_3 = 3/10 = 0.3 \text{ mA} \). Thus, \( i_o = i_2 + i_3 = 0.3 + 3.3 = 3.6 \text{ mA} \). \( I_{EE} = I_{CC} + I_o = 0.5 + 3.6 = 4.1 \text{ mA} \).

(b) Whenever a current \( i \) experiences a voltage drop \( v \), the corresponding power is \( p = i v \). Thus, \( P_{out} = (V_C - V_E)(i_o + (v_o - V_{EE}))/2 = 30 \times 0.5 + 0.3 \times 0.5 = 15.75 \text{ mW} \).

**EXAMPLE 1.15.** When experimenting with op amps it is handy to have a variable source over the range \(-10 \text{ V} \leq v_s \leq 10 \text{ V} \). (a) Design one such source using a 741 op amp and a 100-k\Omega potentiometer. (b) If \( v_s \) is set to 10 V, how much does it change when we connect a 1-k\Omega load to the source?

**Solution.**

(a) We first design a resistive network to produce an adjustable voltage over the range \(-10 \text{ V} \) to \(+10 \text{ V} \). As shown in Fig. 1.38, where we use a concise notation for the
supply voltages, this network consists of the potentiometer and two 25-kΩ resistors to drop 5 V each, so that \( v_a = 10 \) V and \( v_b = -10 \) V. By turning the wiper we can vary \( v_w \) over the range \(-10 \leq v_w \leq 10\) V. However, if a load is connected directly to the wiper, \( v_w \) will change significantly because of the loading effect. For this reason we interpose a unity-gain buffer, as shown.

(b) Connecting a 1-kΩ load will draw a current \( I_L = 10I = 10\) mA. The output resistance is \( R_o = r_o/(1+T) = 75/(1+200,000) = 0.375 \) mΩ. The source change is thus \( \Delta V = -IR_o = 0.375 \times 10^{-3} \times 10 = 3.75 \) μV—quite a small change! Thus demonstrates a most important op amp application, namely, regulation against changes in the load conditions.

### Output Saturation

The supply voltages \( V_{CC} \) and \( V_{EE} \) set upper and lower bounds on the output swing capability of the op amp. This is best visualized in terms of the VTC of Fig. 1.39, which reveals three different regions of operation.

In the **linear region** the curve is approximately straight and its slope represents the open-loop gain, \( A \). With \( A \) as large as 200,000 V/V, the curve is so steep that it practically coincides with the vertical axis, unless we use different scales for the two axes. If we express \( v_o \) in volts and \( v_p \) in microvolts, as shown, then the slope becomes 0.2 V/μV. As we know, op amp behavior within this region is modeled with a **dependent source of value** \( v_p \).

As \( v_p \) is increased, \( v_o \) increases in proportion until a point is reached where internal transistor saturation effects take place that cause the VTC to flatten out. This is the **positive saturation region**, where \( v_o \) no longer depends on \( v_p \) but remains fixed, making the op amp behave as an **independent source of value** \( V_{OH} \). Similar considerations hold for the **negative saturation region**, where the op amp acts as an independent source.

Note that in saturation \( v_o \) is no longer necessarily in the microvolt range.

For bipolar op amps, such as the 741, \( V_{OH} \) and \( V_{OL} \) are typically several millivolts less than \( V_{CC} \) and above \( V_{EE} \). Thus, for symmetric ±15-V supplies we have \( V_{OH} \approx 15 - 2 = 13 \) V and \( V_{OL} \approx -15 + 2 = -13 \) V; that is, the saturation voltages are also approximately symmetric. In this case we simply say that the 741 saturates at ±13 V. Moreover, since 13/200,000 = 65 μV, the input signal range corresponding to the linear region is \(-65 \mu V < v_p < 65 \mu V\).

If the power supplies are other than ±15 V, \( V_{OH} \) and \( V_{OL} \) will vary accordingly. For instance, in the case of a 741 op amp being powered from a single 9-V battery so that \( V_{CC} = 9 \) V and \( V_{EE} = 0 \) V, we have \( V_{OH} \approx 9 - 2 = 7 \) V and \( V_{OL} \approx 0 + 2 = 2 \) V, indicating a useful range, often called the **dynamic output range**, of about only \(-7 - 2 = 5 \) V. In low power-supply systems the need arises for op amps with a maximized dynamic output range. Called rail-to-rail op amps, these devices are designed so that under moderate output loading they can swing \( v_o \) all the way up to \( V_{CC} \) and down to \( V_{EE} \), so that \( V_{OH} \approx V_{CC} \) and \( V_{OL} \approx V_{EE} \). CMOS op amps are a familiar example. In general, \( V_{OH} \) and \( V_{OL} \) not only depend on the op amp type but also vary among different samples of the same type because of production variations, \( V_{OH} \) and \( V_{OL} \) are typically a device with ±15-V supplies and \( V_{OH} \) and \( V_{OL} \) in these op amps are typically a device with ±15-V supplies and \( V_{OH} \) and \( V_{OL} \) in these op amps.
influencing its own input. If the device is inadvertently pushed into saturation, \( v_O \) will remain fixed and the op amp will no longer be able to influence \( v_D \), thus yielding a completely different behavior. When analyzing op amp circuits it is often necessary to find the region of operation. To this end we start out assuming that the op amp is in the linear region and calculate \( v_D \). If this falls within the range \( V_{IH} < v_O < V_{OH} \), the assumption is correct. Otherwise, the op amp is saturated at either \( V_{OH} \) or \( V_{OL} \), depending on whether the calculated value was less than \( V_{OH} \) or greater than \( V_{OL} \).

Conversely, given a circuit in the lab, we may wish to find in which region the op amp is working at a given time. The answer lies in the value of \( v_O \), which we can measure with a voltmeter or observe with an oscilloscope. If \( V_{OH} < v_O < V_{OL} \), the device must be in the linear region, where, for instance, we can calculate \( v_D \) or \( v_I \) using \( v_D = v_O/A \) or \( v_I = v_O/A \). Otherwise, we must have either \( v_O = V_{OH} \) or \( v_O = V_{OL} \), and \( v_D \) will generally be significantly different from zero. The experimental determination of the operating region is very helpful in troubleshooting.

### Example 1.16

A 741 inverting amplifier with \( A = -2 \) V/V is driven by a ±10-V peak-to-peak triangular wave. Sketch and label \( v_D \), \( v_O \), and \( v_I \) versus time.

**Solution.** With an input range of ±10 V and a gain of 2, the output range would be ±20 V, indicating that the op amp will saturate part of the time. The border line between linear operation and saturation occurs when \( v_I = \pm 13/2 = \pm 6.5 \) V.

When \( -6.5 \) V < \( v_D < 6.5 \) V, the op amp is in the linear region, where \( v_O = -2v_I \) and \( v_I \approx 0 \) V (virtual ground).

When \( v_D > 6.5 \) V, the op amp saturates at \( v_O = -13 \) V. By the superposition principle, \( v_O = R(DI + RV_O)/(R + R_2) = (2/3)DV_I + (1/3)(-13) = (2/3)DV_I - 13/3 \) V. For instance, when \( v_I \) peaks at 10 V, \( v_O \) will peak at \( (2/3)10 - 13/3 = 2.333 \) V. Clearly, the inverting input is no longer a virtual ground when \( v_D > 6.5 \) V.

When \( v_D < -6.5 \) V, circuit behavior is symmetric to the case in which \( v_D > 6.5 \) V. The circuit and its waveforms are shown in Fig. 1.41.

A common characteristic of saturating amplifiers is a clipped output waveform. Clipping is a form of distortion since the output of a linear amplifier should have

---

**PROBLEMS**

1.1 Amplifier fundamentals

1.1 In the voltage amplifier circuit of Fig. 1.1, let \( v_I = 100 \) mV, \( R_L = 100 \) kΩ, \( v_D = 75 \) mV, \( R_1 = 10 \) Ω, and \( v_I = 2 \) V. If connecting a 30-Ω resistance in parallel with \( R_1 \) drops \( v_D \) to 1.8 V, find \( R_1, A_{IM}, \) and \( R_L \).

1.2 Sketch the transconductance and transresistance amplifiers; derive expressions for their source-to-load gains.

1.3 (a) A transresistance amplifier with \( R_L = 20 \) kΩ, \( A_{IM} = 1 \) V/mA, and \( R_w = 300 \) kΩ is driven by a source \( i_s \) with parallel resistance \( R_p = 100 \) kΩ and drives a load \( R_L = 600 \) Ω. Find the transresistance gain \( i_s/i_s \) as well as the power gain \( P_s/P_s \), where \( P_s \) is the power delivered by the source \( i_s \) and \( P_s \) that absorbed by the load \( R_L \). (b) To what voltage must \( A_{IM} \) be changed to achieve \( v_s/i_s = 1 \text{ V/mA} \) exactly? What is the corresponding power gain?

1.4 A transconductance amplifier is driven by a source with \( v_D = 30 \) mV and \( R_L = 100 \) kΩ and drives a load \( R_L \). Digital multimeter (DMM) readings at the input and output ports yield \( i_I = 25 \) mV, \( i_I = 0.9 \) A for \( R_L = 20 \) Ω, and \( i_I = 0.8 \) A for \( R_L = 30 \) Ω. Predict the DMM readings if the same amplifier is driven by a source with \( v_D = 33 \) mV and \( R_L = 50 \) kΩ and drives a load \( R_L = 40 \) Ω.
1.2 The operational amplifier

1.5 Given an op amp with $r_d \approx \infty$, $a = 10^4 \text{ V/V}$, and $r_o \approx 0$, find (a) $v_o$ if $v_p = 750.25 \text{ mV}$ and $v_n = 751.50 \text{ mV}$, and (b) $v_n$ if $v_p = -v_o = 5 \text{ V}$, and (c) $v_o$ if $v_p = -v_o = 1 \text{ V}$.

1.6 A 741 op amp drives a 1-kΩ load. Find the voltages across and the currents through $r_d$ and $r_o$ if $v_p = 1 \text{ V}$ and $v_o = 5 \text{ V}$.

1.3 Basic op amp configurations

1.7 In the noninverting amplifier of Fig. 1.6a, let $R_1 = 100 \text{ kΩ}$, $R_2 = 200 \text{ kΩ}$, and $a = \infty$. (a) What is its closed-loop gain? How does its gain change if a third resistance $R_3 = 100 \text{ kΩ}$ is connected in series with $R_1$? In parallel with $R_1$? In series with $R_2$? In parallel with $R_2$? (b) Repeat (a) for the inverting amplifier of Fig. 1.10a.

1.8 (a) Design a noninverting amplifier whose gain is variable over the range $1 \text{ V/V} \leq A \leq 5 \text{ V/V}$ by means of a 100-kΩ pot. (b) Repeat (a) for $0.5 \text{ V/V} \leq A \leq 2 \text{ V/V}$. Hint: To achieve $A \leq 1 \text{ V/V}$, you need an input voltage divider.

1.9 (a) A noninverting amplifier is implemented with two 10-kΩ resistances having 5% tolerance. What is the range of possible values for the gain $A$? How would you modify the circuit for the exact calibration of $A$? (b) Repeat, but for the inverting amplifier.

1.10 In the inverting amplifier of Fig. 1.10a, let $v_i = 0.1 \text{ V}$, $R_1 = 10 \text{ kΩ}$, and $R_2 = 100 \text{ kΩ}$. Find $v_o$ and $v_n$ if (a) $a = 10^5 \text{ V/V}$, (b) $a = 10^4 \text{ V/V}$, (c) $a = 10^3 \text{ V/V}$. Comment on your findings.

1.11 (a) Design an inverting amplifier whose gain is variable over the range $-10 \text{ V/V} \leq A \leq 0$ by means of a 100-kΩ pot. (b) Repeat, but for $-10 \text{ V/V} \leq A \leq -1 \text{ V/V}$. Hint: To prevent $A$ from reaching zero, you must use a suitable resistor in series with the pot.

1.12 (a) A source $v_i = 2 \text{ V}$ with $R_i = 10 \text{ kΩ}$ is to drive a gain-of-five inverting amplifier implemented with $R_1 = 20 \text{ kΩ}$ and $R_2 = 100 \text{ kΩ}$. Find the amplifier output voltage and verify that because of loading its magnitude is less than $2 \times 5 = 10 \text{ V}$. (b) Find the value to which $R_2$ must be changed if we want to compensate for loading and obtain a full output magnitude of 10 V.

1.13 (a) A source $v_i = 10 \text{ V}$ is fed to a voltage divider implemented with $R_2 = 120 \text{ kΩ}$ and $R_3 = 60 \text{ kΩ}$, and the voltage across $R_3$ is fed, in turn, to a gain-of-five noninverting amplifier having $R_1 = 30 \text{ kΩ}$ and $R_2 = 120 \text{ kΩ}$. Sketch the circuit, and predict the amplifier output voltage $v_o$. (b) Repeat (a) for a gain-of-five inverting amplifier having $R_1 = 30 \text{ kΩ}$ and $R_2 = 150 \text{ kΩ}$. Compare and comment on the differences.

1.14 An inverting amplifier is implemented with $R_1 = 10 \text{ kΩ}$, $R_2 = 20 \text{ kΩ}$, and an op amp with $r_d \approx \infty$, $a = 1 \text{ V/mV}$, and $r_o \approx 0$. Sketch and label $v_i$, $v_o$, and $v_n$ versus time if $v_i$ is a 1-kHz sine wave with $\pm 5 \text{ V}$ peak values.

1.4 Ideal op amp circuit analysis

1.15 Find $v_n$, $v_p$, and $v_o$ in the circuit of Fig. P1.15, as well as the power released by the 4-V source; devise a method to check your results.
1.19 (a) Find \( v_{i1}, v_{i2}, \) and \( v_o \) in the circuit of Fig. P1.19 if \( i_j = 1 \text{ mA}. \) (b) Find a resistance \( R \) that when connected in parallel with the 1-mA source will cause \( v_o \) to drop to half the value found in (a).

---

![Figure P1.19](image1.png)

1.20 (a) If the current source of Fig. P1.16 is replaced by a voltage source \( v_s \), find the magnitude and polarity of \( v_s \) so that \( v_o = 10 \text{ V}. \) (b) If the wire connecting the 4-V source to node \( v_o \) in Fig. P1.15 is cut and a 5 k\( \Omega \) resistance is inserted in series between the two, to what value must the source be changed to yield \( v_o = 10 \text{ V}. \)

---

![Figure P1.20](image2.png)

1.21 In the circuit of Fig. P1.21 the switch is designed to provide gain-polarity control. (a) Verify that \( A = +1 \text{ V/V} \) when the switch is open, and \( A = -R_2/R_1 \) when the switch is closed, so that making \( R_1 = R_2 \) yields \( A = \pm 1 \text{ V/V} \). (b) To accommodate gains greater than unity, connect an additional resistance \( R_4 \) from the inverting-input pin of the op amp to ground. Derive separate expressions for \( A \) in terms of \( R_1, R_2, R_4, \) and \( k \). (c) Specify resistance values suitable for achieving \( A = \pm 2 \text{ V/V} \).

---

![Figure P1.21](image3.png)

1.22 In the circuit of Fig. P1.22 the pot is used to control gain magnitude as well as polarity. (a) Letting \( k \) denote the fraction of \( R_1 \) between the wiper and ground, show that varying the wiper from bottom to top varies the gain over the range \(-R_2/R_1 \leq A \leq +1 \text{ V/V} \), so that making \( R_1 = R_2 \) yields \(-1 \text{ V/V} \leq A \leq +1 \text{ V/V} \). (b) To accommodate gains greater than unity, connect an additional resistance \( R_4 \) from the inverting-input pin to ground. Derive an expression for \( A \) in terms of \( R_1, R_2, R_4, \) and \( k \). (c) Specify resistance values suitable for achieving \(-5 \text{ V/V} \leq A \leq +5 \text{ V/V} \).

---

![Figure P1.22](image4.png)

1.23 Consider the following statements about the input resistance \( R_i \) of the noninverting amplifier of Fig. 1.14c: (a) Since we are looking straight into the noninverting-input pin, which is an open circuit, we have \( R_i = \infty \). (b) Since the input pins are virtually shorted together, we have \( R_i = 0 \). (c) Since the noninverting-input pin is virtually shorted to the inverting-input pin, which is in turn a virtual-ground node, we have \( R_i = 0 \). Which statement is correct? How would you refute the other two?

---

1.24 (a) Show that the circuit of Fig. P1.24 has \( R_i = 0 \) and \( A = -(1 + R_1/R_4)R_1/R_2 \). (b) Specify suitable components to make \( A \) variable over the range \(-100 \text{ V/V} \leq A \leq 0 \) by means of a 100-k\( \Omega \) pot. Try minimizing the number of resistors you use.

---

![Figure P1.24](image5.png)

1.25 The audio pan pot circuit of Fig. P1.25 is used to continuously vary the position of signal \( v_o \) between the left and the right stereo channels. (a) Discuss circuit operation. (b) Specify \( R_1, R_2 \) so that \( v_o/v_1 = -1 \text{ V/V} \) when the wiper is fully down, \( v_o/v_1 = -1 \text{ V/V} \) when the wiper is fully up, and \( v_o/v_1 = v_o/v_1 = -1/\sqrt{2} \) when the wiper is halfway.

---

![Figure P1.25](image6.png)

1.26 (a) Using standard 5% resistances in the kilohm range, design a circuit to yield \( v_o = -100(4v_1 + 3v_2 + 2v_3 + v_4) \). (b) If \( v_1 = 20 \text{ mV}, v_2 = -50 \text{ mV}, \) and \( v_4 = 100 \text{ mV}, \) find \( v_3 \) for \( v_o = 0 \text{ V} \).

---

1.27 (a) Using standard 5% resistances, design a circuit to give \( v_o = -10v_1 + 1 \text{ V}; \) (b) \( v_o = -v_1 + v_i, \) where \( v_i \) is variable over the range \(-5 \text{ V} \leq v_i \leq +5 \text{ V} \) by means of a 100-k\( \Omega \) pot. Hint: Connect the pot between the ±15-V supplies and use the wiper voltage as one of the inputs to your circuit.
1.28 In the circuit of Fig. 1.17 let $R_1 = R_2 = 10 \, \text{k}\Omega$ and $R_3 = 30 \, \text{k}\Omega$. (a) If $v_1 = 3 \, \text{V}$, find $v_2$ for $v_{i0} = 10 \, \text{V}$. (b) If $v_1 = 6 \, \text{V}$, find $v_1$ for $v_{i0} = 0 \, \text{V}$. (c) If $v_1 = 1 \, \text{V}$, find the range of values for $v_2$ for which $-10 \, \text{V} \leq v_2 \leq +10 \, \text{V}$.

1.29 You can readily verify that if we put the output in the form $v_{o0} = A_1 v_1 - A_2 v_2$ in the circuit of Fig. 1.17, then $A_1 \leq A_2 + 1$. Applications requiring $A_2 \geq A_1 + 1$ can be accommodated by connecting an additional resistance $R_2$ from the node common to $R_1$ and $R_3$ to ground. (a) Sketch the modified circuit and derive a relationship between its output and inputs. (b) Specify standard resistances to achieve $v_{o0} = 5(2v_2 - v_1)$. Try minimizing the number of resistors you use.

1.30 (a) In the difference amplifier of Fig. 1.17 let $R_1 = R_4 = 10 \, \text{k}\Omega$ and $R_2 = R_3 = 100 \, \text{k}\Omega$. Find $v_4$ if $v_1 = 10 \cos 2\pi 60 \, \text{V}$, and $v_2 = 10 \cos 2\pi 600 \, \text{V}$. Find $v_4$ if $R_4$ is changed to $101 \, \text{k}\Omega$. Comment on your findings.

1.31 Show that if all resistances in Fig. P1.31 are equal, then $v_{o0} = v_4 + v_6 - v_1 - v_3$.

![Figure P1.31](image)

1.32 Using a topology of the type of Fig. P1.31, design a four-input amplifier such that $v_{o0} = 4v_A - 3v_B + 2v_C - v_D$. Try minimizing the number of resistors you use.

1.33 Using just one op amp powered from ±12-V regulated supplies, design a circuit to yield: (a) $v_{o0} = 10v_1 + 5 \, \text{V}$; (b) $v_{o0} = 10(v_1v_2 - v_3) - 5 \, \text{V}$.

1.34 Using just one op amp powered from ±15-V supplies, design a circuit that accepts an ac input $v_i$ and yields $v_{o0} = v_i + 5 \, \text{V}$, under the constraint that the resistance seen by the ac source be $100 \, \text{k}\Omega$.

1.35 Design a two-input, two-output circuit that yields the sum and the difference of its inputs: $v_1 = v_2$, and $v_{o0} = v_1 + v_2$. Try minimizing the component count.

1.36 Obtain a relationship between $v_{o0}$ and $v_i$ if the differentiator of Fig. 1.18 includes also a resistance $R_f$ in series with $C$. Discuss the extremes cases of $v_1$ changing very slowly and very rapidly.

1.37 Obtain a relationship between $v_{o0}$ and $v_i$ if the integrator of Fig. 1.19 includes also a resistance $R_i$ in parallel with $C$. Discuss the extreme cases of $v_1$ changing very rapidly and very slowly.

1.38 In the differentiator of Fig. 1.18 let $C = 10 \, \text{nF}$ and $R = 100 \, \text{k}\Omega$, and let $v_i$ be a periodic signal alternating between 0 V and 2 V with a frequency of 100 Hz. Sketch and label $v_1$ and $v_{o0}$ versus time if $v_i$ is (a) a sine wave; (b) a triangular wave.

1.39 In the integrator of Fig. 1.19 let $R = 100 \, \text{k}\Omega$ and $C = 10 \, \text{mF}$. Sketch and label $v_{o0}(t)$ if (a) $v_1(t) = 5 \sin 2\pi 1000 \, \text{V}$ and $v_{o0}(0) = 0$; (b) $v_1(t) = 5[u(t) - u(t - 2 \, \text{ms})] \, \text{V}$ and $v_{o0}(0) = 5 \, \text{V}$, where $u(t - t_0)$ is the unit step function defined as $u(t) = 0$ for $t < t_0$, and $u(t) = 1$ for $t > t_0$.

1.40 (a) In the integrator of Fig. 1.19 let $R = 10 \, \text{k}\Omega$ and $C = 0.1 \, \text{\mu F}$. Assuming that $C$ is initially discharged, sketch and label $v_{o0}(t)$ for $0 \leq t \leq 10 \, \text{ms}$ if $v_i$ is a 1-V step. (b) Repeat (a) with a 100-kΩ resistance connected in parallel with $C$.

1.41 If $R_f$ is the summing amplifier of Fig. 1.15 is replaced by a capacitance $C$, the circuit becomes a summing inverter. (a) Derive a relationship between its output and its inputs. (b) Using a 10-nF capacitance, specify suitable resistances for $v_{o0}(t) = -v_i(t) - 10^7(u(t) v_1(t) + 2 u(t) v_2(t) + 0.5 u(t) v_3(t))$.

1.42 Show that if the op amp of Fig. 1.20b has a finite gain $a$, then $R_{eq} = \left(\frac{R_1 a}{1 + R_1 a / R_2}\right) \times \left(\frac{1 + R_1 a / R_2}{1 + R_1 a / R_1}\right)$.

1.43 Find an expression for $v_1$ in Fig. P1.43; discuss its behavior as $R$ is varied over the range $0 \leq R \leq 2R_1$.

![Figure P1.43](image)

1.44 The circuit of Fig. P1.44 can be used to control the input resistance of the inverting amplifier based on OA1. (a) Show that $R_i = \frac{R_{in}/(1 - R_{in}/R_2)}{1 + (1 / R_2 / R_1) / R_2}$. (b) Specify resistances suitable for achieving $A = 10 \, \text{V/V}$ with $R_{in} = \infty$.

![Figure P1.44](image)
1.45 A voltage amplifier has \( a = 10^{3} \text{ V/V} \) and \( v_i = 10 \text{ mV} \). Find \( v_{	ext{out}} \), \( v_f \), \( v_r \), \( A \), \( T \), and the percentage deviation of \( A \) from \( A_{\text{ideal}} \) for \( \beta = 10^{-1} \text{ V/V} \), \( 10^{-2} \text{ V/V} \), \( 10^{-3} \text{ V/V} \), and \( 1 \text{ V/V} \). Compare the various cases and comment.

1.46 (a) Find the desensitivity factor of a negative-feedback system with \( a = 10^{3} \) and \( A = 10^{5} \). (b) Find \( A \) exactly via Eq. (1.40), and approximately via Eq. (1.49) if \( a \) drops by 10%. (c) Repeat (b) for a 50% drop in \( a \). Compare with (b) and comment.

1.47 You are asked to design an amplifier with a gain \( A = 10^{4} \text{ V/V} \) that is accurate to within ±0.1%, or \( A = 10^{6} \text{ V/V} \pm 0.1\% \). All you have available are amplifier stages with \( a = 10^{2} \text{ V/V} \pm 25\% \) each. Your amplifier can be implemented using a cascade of basic stages, each employing a suitable amount of negative feedback. What is the minimum number of stages required? What is the \( \beta \) of each stage?

1.48 The open-loop VTC of a certain amplifier can be approximated piecewise by five segments with symmetric breakpoints at \( V_{p}, v_{i} = \pm (80 \mu \text{V}, 8 \text{ V}), \pm (280 \mu \text{V}, 12 \text{ V}), \) and \( \pm (530 \mu \text{V}, 13 \text{ V}) \). (a) Sketch the above VTC; calculate and sketch the closed-loop VTC when the amplifier is placed in a feedback loop with \( \beta = 0.5 \text{ V/V} \). (b) Sketch \( v_f, v_{	ext{in}}, \) and \( v_{o} \) versus time if \( v_i \) is a triangular wave with ±5-V peak values; comment on the waveform of \( v_{o} \). Hint: \( v_{o}(t) \) can be derived point by point from \( v_{o}(t) \) using the open-loop VTC of (a).

1.49 A crude BJT power amplifier of the class B (push-pull) type exhibits the VTC of Fig. 1.49b. The dead band occurring for \(-0.7 \text{ V} \leq v_i \leq +0.7 \text{ V} \) causes a crossover distortion at the output that can be reduced by precompiling the power stage with a preamplifier stage and then using negative feedback to reduce the dead band. This is shown in Fig. 1.49a for the case of a difference preamplifier with gain \( a_{1} \) and \( \beta = 1 \text{ V/V} \). (a) Sketch and label the closed-loop VTC if \( a_{1} = 10^{2} \text{ V/V} \). (b) Sketch \( v_{o}, v_{i}, \) and \( v_{o} \) versus time if \( v_{i} \) is a 100-Hz triangular wave with peak values of ±1 V.

1.50 A certain audio power amplifier with a signal gain of 10 V/V is found to produce a 2-V peak-to-peak 120-Hz hum. We wish to reduce the output hum to less than 1 mV without changing the signal gain. To this end, we precede the power stage with a preamplifier stage with gain \( a_1 \) and then apply negative feedback around the composite amplifier. What are the required values of \( a_1 \) and \( \beta \)?

1.51 A voltage follower is implemented with an op amp having \( r_{d} = 1 \text{ M\Omega} \), \( a = 1 \text{ V/mV} \), and \( r_{n} = 1 \text{ k\Omega} \). (a) Find \( v_{o} \) if the follower is driven by a source \( v_{s} = 10.000 \text{ V} \) with \( R_{f} = 2 \text{ M\Omega} \). (b) Repeat (a) with a 1-k\Omega output load.

1.52 An inverting amplifier is implemented with two precision resistors \( R_{1} = 100 \text{ k\Omega} \) and \( R_{2} = 200 \text{ k\Omega} \) and drives a 2-k\Omega load. Assuming an op amp with \( r_{d} = 1 \text{ M\Omega} \) and \( r_{n} = 100 \text{ k\Omega} \), find the minimum gain \( a \) needed to contain the deviation of \( A \) from the ideal within (a) 1%, (b) 0.001%.

1.53 Let a voltage follower be implemented with an op amp having \( r_{d} = 1 \text{ k\Omega} \), \( r_{n} = 20 \text{ k\Omega} \), and \( a = 10^{3} \text{ V/V} \) (poor resistances, but excellent gain). Find \( A, R_{1}, \) and \( R_{n} \), and comment on your findings.

1.54 (a) Find \( A_{\text{ideal}} \) in the circuit of Fig. 1.54 if all resistances are equal. (b) Assuming \( r_{d} = \infty \) and \( r_{n} = 0 \), find \( r_{\text{max}} \) such that the deviation of \( A \) from \( A_{\text{ideal}} \) is less than 0.1%,

![FIGURE P.1.54](image)

1.55 (a) Assuming that \( R_{1} \) in Fig. 1.32a is a potentiometer connected as a variable resistance over the range \( 0 \leq R_{1} \leq 1 \text{ M\Omega} \), specify suitable components for an input resistance of 500 k\Ω and a continuously variable gain over the range \(-10^{3} \text{ V/V} \leq A_{\text{ideal}} \leq -0.5 \text{ V/V} \). (b) If \( r_{d} = 1 \text{ M\Omega}, a = 10^{3} \text{ V/V} \), and \( r_{n} = 100 \text{ k\Omega} \), and \( R_{1} = 2 \text{ k\Omega} \), estimate the gain departure from the ideal at the two extremes of the range.

1.56 (a) Design a difference amplifier such that, ideally, \( v_{o} = 100(v_{1} - v_{2}) \). (b) Assuming an op amp with \( r_{d} = \infty \) and \( r_{n} = 0 \), find the open-loop gain needed to approximate the ideal closed-loop gain within 0.1%. 

1.57 Assuming that the op amp has \( r_{d} = \infty \) and \( r_{n} = 0 \), find the feedback factor \( \beta \) in the circuits of Figs. P1.15 through P1.19.

1.58 For the dc-offsetting amplifier of Fig. 1.16 find the minimum open-loop gain needed to contain the deviation of its transfer characteristic from the ideal within 1%.

1.59 Using a single op amp, along with the ideas expressed in Problem 1.29, design a circuit that accepts two inputs \( v_{1} \) and \( v_{2} \) and yields \( v_{o} = 100(3v_{2} - 2v_{1}) \). Hence, assuming
1.60 Assuming the op amp of Fig. P1.60 has \( a = 3000 \text{ V/V} \), \( r_d = \infty \), and \( r_n = 0 \), find the loop gain \( T \).

![FIGURE P1.60](image)

1.61 (a) Assuming the op amp of Fig. P1.16 has \( r_d = \infty \) and \( r_n = 0 \), find \( \beta_u \), \( \beta_p \), and \( \beta \). (b) Repeat, but with the current source replaced by a voltage source.

1.62 Repeat Problem 1.61, but for the circuit of Fig. P1.19.

1.63 In the circuit of Fig. P1.49a let \( v_1 = 3000 \text{ V/V} \) and \( R_I = 2 \text{ k}\Omega \), and suppose an additional 10-\text{k}\Omega resistor is connected from node \( v_1 \) to node \( v_2 \). (a) Sketch and label the open-loop VTC of the overall circuit, that is, the plot of \( v_p \) versus the input difference \( v_r = v_p - v_n \). (b) Sketch and label the loop gain \( T \) versus \( v_r \) over the range \(-0.3 \text{ V} \leq v_r \leq 0.3 \text{ V} \). (c) Sketch and label, versus time, \( v_r \), \( v_i \), \( v_1 \), and \( v_o \) if \( v_r \) is a triangular wave with \( \pm 0.3 \text{ V} \) peak values.

1.64 Repeat Example 1.14, but with \( v_f = -5 \text{ V} \).

1.65 Assuming that \( I_{Q} = 1.5 \text{ mA} \) in the circuit of Fig. P1.65, calculate all currents and voltages, as well as the power dissipated inside the op amp, if (a) \( v_f = +2 \text{ V} \), (b) \( v_f = -2 \text{ V} \).

![FIGURE P1.65](image)

1.66 Using a 741 op amp powered from \( \pm 12 \text{ V} \) supplies, design a noninverting amplifier with a gain of 6 V/V. Sketch and label \( v_f \), \( v_o \), and \( v_n \) versus time if \( v_f \) is a sine wave with \( \pm 3 \text{ V} \) peak values.

1.67 (a) Assuming \( \pm 15 \text{ V} \) power supplies, design a variable voltage source over the range 0 V \( \leq v_s \leq 10 \text{ V} \). (b) Assuming a 1-\text{k}\Omega load and \( I_Q = 1.5 \text{ mA} \), find the maximum internal power dissipation of your op amp.

1.68 Assuming a 741 op amp in the dc-coupled amplifier of Fig. 1.16, find: (a) \( v_f \) and \( v_o \) if \( v_f = 5 \text{ V} \); (b) \( v_o \) and \( v_f \) if \( v_f = 3 \text{ V} \).

1.69 The noninverting amplifier of Fig. 1.14a is implemented with \( R_1 = 10 \text{ k}\Omega \) and \( R_2 = 15 \text{ k}\Omega \), and a 741 op amp powered from \( \pm 12 \text{ V} \) supply. If the circuit includes also a third 30-\text{k}\Omega resistor connected between the inverting input and the 12-\text{V} supply, find \( v_f \) and \( v_o \) if (a) \( v_f = 4 \text{ V} \), and (b) \( v_f = -2 \text{ V} \).

1.70 (a) Assuming \( I_Q = 50 \mu\text{A} \) and a grounded load of 100 \text{k}\Omega at the output of the dc-coupled amplifier of Fig. 1.16, find the values of \( v_f \) for which the op amp dissipates the maximum power. Show all corresponding voltages and currents. (b) Assuming \( \pm 12 \text{ V} \) supplies, find the range of values of \( v_f \) for which the op amp still operates within the linear region.

1.71 In the amplifier of Fig. 1.17 let \( R_1 = 30 \text{ k}\Omega \), \( R_2 = 120 \text{ k}\Omega \), \( R_3 = 20 \text{ k}\Omega \), and \( R_4 = 30 \text{ k}\Omega \), and let the op amp be a 741-type powered from \( \pm 15 \text{ V} \). (a) If \( v_f = 2 \text{ sin} \omega t \text{ V} \), find the range of values of \( v_f \) for which the amplifier still operates in the linear region. (b) If \( v_f = V_o \text{ sin} \omega t \text{ V} \) and \( v_f = -1 \text{ V} \), find the maximum value of \( V_o \) for which the op amp still operates in the linear region. (c) Repeat (a) and (b) for the case in which the power supplies are lowered to \( \pm 12 \text{ V} \).

1.72 Assuming that the op amps of Figs. P1.17 and P1.19 saturate at \( \pm 10 \text{ V} \), find the range of values of \( v_f \) and \( v_i \) for which the op amp still operate in the linear region.

1.73 In the inverting amplifier of Fig. 1.32a let \( v_f \) be a 1-kHz triangular wave with peak values \( \pm V_m \), and let the op amp be ideal, except that its output saturates at \( \pm 10 \text{ V} \). Assuming that \( R_1 = R_2 = 1 \text{ M}\Omega \), \( R_3 = 18 \text{ k}\Omega \), and \( R_4 = R_{L} = 2 \text{ k}\Omega \), sketch and label \( v_f \), \( v_o \), \( v_i \), and \( v_n \) versus time if (a) \( V_m = 0.5 \text{ V} \); (b) \( V_m = 2 \text{ V} \).

1.74 The circuit of Fig. P1.74, called a bridge amplifier, allows one to double the linear output range as compared with a single op amp. (a) Show that if the resistances are in the ratios shown, then \( v_d/v_f = 2A \). (b) If the individual op amp saturates at \( \pm 13 \text{ V} \), what is the maximum peak-to-peak output voltage that the circuit can provide without distortion?
For the circuit of Fig. 1.65 sketch and label $v_I$, $v_N$, and $v_O$ versus time if $v_I$ is a triangular wave with ±5-V peak values.

In the integrator of Fig. 1.19 let $R = 100 \, k\Omega$ and $C = 10 \, nF$, and let the op amp be ideal, except that its output saturates at ±13 V. Assuming that $v_0(0) = 0 \, V$, sketch and label $v_0$ and $v_N$ versus time if (a) $v_I = 1 \, V$; (b) $v_I = 1 \, mV$; (c) $v_I = -1 \, mV$.
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**APPENDIX IA**

**STANDARD RESISTOR VALUES**

As a good work habit, always specify standard resistance values for the circuits you design (see Table IA.1). In many applications 5% resistors are adequate; however, when higher precision is required, 1% resistors should be used. When even this tolerance is insufficient, the alternatives are either 0.1% (or better) resistors, or less precise resistors in conjunction with variable ones (trim pots) to allow for exact adjustments.

The numbers in the table are multipliers. For instance, if the calculations yield a resistance of 3.1415 $k\Omega$, the closest 5% value is 3.0 $k\Omega$ and the closest 1% value is 3.16 $k\Omega$. In the design of low-power circuits, the best resistance range is usually between 1 $k\Omega$ and 1 $M\Omega$. Try to avoid excessively high resistances (e.g., above 10 $M\Omega$), because the stray resistance of the surrounding medium tends to decrease the effective value of your resistance, particularly in the presence of moisture and salinity. Low resistances, on the other hand, cause unnecessarily high-power dissipation.

### Table IA.1

<table>
<thead>
<tr>
<th>5% Resistor Values</th>
<th>1% Resistor Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>100</td>
</tr>
<tr>
<td>11</td>
<td>102</td>
</tr>
<tr>
<td>12</td>
<td>105</td>
</tr>
<tr>
<td>13</td>
<td>107</td>
</tr>
<tr>
<td>14</td>
<td>110</td>
</tr>
<tr>
<td>15</td>
<td>113</td>
</tr>
<tr>
<td>16</td>
<td>115</td>
</tr>
<tr>
<td>17</td>
<td>118</td>
</tr>
<tr>
<td>18</td>
<td>121</td>
</tr>
<tr>
<td>19</td>
<td>124</td>
</tr>
<tr>
<td>20</td>
<td>127</td>
</tr>
<tr>
<td>21</td>
<td>130</td>
</tr>
<tr>
<td>22</td>
<td>133</td>
</tr>
<tr>
<td>23</td>
<td>136</td>
</tr>
<tr>
<td>24</td>
<td>139</td>
</tr>
<tr>
<td>25</td>
<td>142</td>
</tr>
<tr>
<td>26</td>
<td>145</td>
</tr>
<tr>
<td>27</td>
<td>148</td>
</tr>
<tr>
<td>28</td>
<td>151</td>
</tr>
<tr>
<td>29</td>
<td>154</td>
</tr>
<tr>
<td>30</td>
<td>157</td>
</tr>
<tr>
<td>31</td>
<td>160</td>
</tr>
<tr>
<td>32</td>
<td>163</td>
</tr>
<tr>
<td>33</td>
<td>166</td>
</tr>
<tr>
<td>34</td>
<td>169</td>
</tr>
<tr>
<td>35</td>
<td>172</td>
</tr>
<tr>
<td>36</td>
<td>175</td>
</tr>
<tr>
<td>37</td>
<td>178</td>
</tr>
<tr>
<td>38</td>
<td>181</td>
</tr>
<tr>
<td>39</td>
<td>184</td>
</tr>
<tr>
<td>40</td>
<td>187</td>
</tr>
<tr>
<td>41</td>
<td>190</td>
</tr>
<tr>
<td>42</td>
<td>193</td>
</tr>
<tr>
<td>43</td>
<td>196</td>
</tr>
<tr>
<td>44</td>
<td>199</td>
</tr>
<tr>
<td>45</td>
<td>202</td>
</tr>
<tr>
<td>46</td>
<td>205</td>
</tr>
<tr>
<td>47</td>
<td>208</td>
</tr>
<tr>
<td>48</td>
<td>211</td>
</tr>
<tr>
<td>49</td>
<td>214</td>
</tr>
<tr>
<td>50</td>
<td>217</td>
</tr>
<tr>
<td>51</td>
<td>220</td>
</tr>
<tr>
<td>52</td>
<td>223</td>
</tr>
<tr>
<td>53</td>
<td>226</td>
</tr>
<tr>
<td>54</td>
<td>229</td>
</tr>
<tr>
<td>55</td>
<td>232</td>
</tr>
<tr>
<td>56</td>
<td>235</td>
</tr>
<tr>
<td>57</td>
<td>238</td>
</tr>
<tr>
<td>58</td>
<td>241</td>
</tr>
<tr>
<td>59</td>
<td>244</td>
</tr>
<tr>
<td>60</td>
<td>247</td>
</tr>
<tr>
<td>61</td>
<td>250</td>
</tr>
<tr>
<td>62</td>
<td>253</td>
</tr>
<tr>
<td>63</td>
<td>256</td>
</tr>
<tr>
<td>64</td>
<td>259</td>
</tr>
<tr>
<td>65</td>
<td>262</td>
</tr>
<tr>
<td>66</td>
<td>265</td>
</tr>
<tr>
<td>67</td>
<td>268</td>
</tr>
<tr>
<td>68</td>
<td>271</td>
</tr>
<tr>
<td>69</td>
<td>274</td>
</tr>
<tr>
<td>70</td>
<td>277</td>
</tr>
<tr>
<td>71</td>
<td>280</td>
</tr>
<tr>
<td>72</td>
<td>283</td>
</tr>
<tr>
<td>73</td>
<td>286</td>
</tr>
<tr>
<td>74</td>
<td>289</td>
</tr>
<tr>
<td>75</td>
<td>292</td>
</tr>
<tr>
<td>76</td>
<td>295</td>
</tr>
<tr>
<td>77</td>
<td>298</td>
</tr>
<tr>
<td>78</td>
<td>301</td>
</tr>
<tr>
<td>79</td>
<td>304</td>
</tr>
<tr>
<td>80</td>
<td>307</td>
</tr>
<tr>
<td>81</td>
<td>310</td>
</tr>
<tr>
<td>82</td>
<td>313</td>
</tr>
<tr>
<td>83</td>
<td>316</td>
</tr>
<tr>
<td>84</td>
<td>319</td>
</tr>
<tr>
<td>85</td>
<td>322</td>
</tr>
<tr>
<td>86</td>
<td>325</td>
</tr>
<tr>
<td>87</td>
<td>328</td>
</tr>
<tr>
<td>88</td>
<td>331</td>
</tr>
<tr>
<td>89</td>
<td>334</td>
</tr>
<tr>
<td>90</td>
<td>337</td>
</tr>
</tbody>
</table>
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In this chapter we investigate additional op amp circuits, this time with greater
emphasis on practical applications. The circuits to be examined are designed to
exhibit linear, frequency-independent transfer characteristics. Linear circuits that
are deliberately intended for frequency-dependent behavior are more properly called
filters and will be studied in Chapters 3 and 4. Finally, nonlinear op amp circuits
will be studied in Chapters 9 and 13.

To get a feel for what a given circuit does, we first analyze it using the ideal op
amp model. Then, in the spirit of Sections 1.6 and 1.7, we take a closer look at how
op amp nonlinearities, particularly the finite open-loop gain, affect its closed-loop
parameters. A more systematic investigation of op amp nonlinearities, such as static
and dynamic errors, will be carried out in Chapters 5 and 6, after we have developed
enough confidence with op amp circuits emphasizing the simpler op amp model.
The circuits of the present and other chapters that are most directly affected by such
limitations will be reexamined in greater detail then.

In the first half of the chapter we demonstrate how the op amp, which is basically
a voltage-type amplifier, can be configured for other forms of amplification, such as
current amplification and V-I and I-V conversion. This exceptional versatility stems
from the negative-feedback ability to modify the closed-loop resistances as well as
stabilize gain. The judicious application of this ability allows us to approach the
ideal amplifier conditions of Table 1.1 to a highly satisfactory degree.

The second part of the chapter addresses instrumentation concepts and applica­
tions. The circuits examined include difference amplifiers, instrumentation ampli­
fiers, and transducer-bridge amplifiers, which are the workhorses of today's auto­
matic test, measurement, and control instrumentation.

2.1 CURRENT-TO-VOLTAGE CONVERTERS

A current-to-voltage converter (I-V converter), also called a transresistance ampli­
fier, accepts an input current $i_I$ and yields an output voltage of the type $v_O = A i_I$,
where $A$ is the gain of the circuit in volts per ampere. Referring to Fig. 2.1, assume
first that the op amp is ideal. Summing currents at the virtual-ground node gives

$$i_I + \frac{v_O - v_{in}}{R} = 0$$

or

$$v_O = -R i_I$$

(2.1)

The gain is $-R$ and is negative because of the choice of the reference direction of
$i_I$; inverting this direction gives $v_O = R i_I$. The magnitude of the gain is also called
the sensitivity of the converter because it gives the amount of output voltage change
for a given input current change. For instance, for a sensitivity of 1 V/μA we need
$R = 1$ kΩ, for a sensitivity of 1 V/μA we need $R = 1$ MΩ, and so on. If desired,
gain can be made variable by implementing $R$ with a potentiometer. Note that the
feedback element need not necessarily be limited to a resistance. In the more general
case in which it is an impedance $Z(s)$, where $s$ is the complex frequency, Eq. (2.1)
takes on the Laplace-transform form $V_O(s) = -Z(s) i_I(s)$, and the circuit is called
a transimpedance amplifier.

We observe that the op amp eliminates loading both at the input and at the
output. In fact, should the input source exhibit some finite parallel resistance $R_s$, the
op amp eliminates any current loss through it by forcing 0 V across it. Also, the op
amp delivers $v_O$ to an output load $R_L$ with zero output resistance.

Closed-Loop Parameters

Let us now investigate the departure from ideal if a practical op amp is used. Com­
paring with Fig. 1.26b and c, we recognize the shunt-shunt topology. We can thus

![Figure 2.1](image)

Basic I-V converter.
apply the techniques of Section 1.7 and write
\[ T = \frac{ar_d}{r_d + R + r_n} \] (2.2)
\[ A = -R \frac{1}{1 + 1/T} \quad R_f = \frac{r_d (R + r_n)}{1 + T} \quad R_n = \frac{r_n}{1 + T} \] (2.3)

**EXAMPLE 2.1.** Find the closed-loop parameters of the circuit of Fig. 2.1 if it is implemented with a 741 op amp and \( R = 1 \, \text{M} \Omega \).

**Solution.** Substituting the given component values, we get \( T = 133.33 \, \text{mV/V} \), \( A = -0.999993 \, \text{V/μA} \), \( R_i = 5 \, \Omega \), and \( R_n \equiv 56 \, \text{mΩ} \).

**High-Sensitivity I-V Converters**

It is apparent that high-sensitivity applications may require unrealistically large resistances. Unless proper circuit fabrication measures are adopted, the resistance of the surrounding medium, being in parallel with \( R \), will decrease the net feedback resistance and degrade the accuracy of the circuit. Figure 2.2 shows a widely used technique to avoid this drawback. The circuit utilizes a \( T \)-network to achieve high sensitivity without requiring unrealistically large resistances.

Summing currents at node \( v_1 \) yields \( -v_1/R - v_1/R_1 + (v_O - v_1)/R_2 = 0 \). But \( v_1 = -R_1I \), by Eq. (2.4). Eliminating \( v_1 \) yields
\[ v_O = -kR_1I \] (2.4a)
\[ k = 1 + \frac{R_2}{R_1} + \frac{R_2}{R} \] (2.4b)

The circuit in effect increases \( R \) by the multiplicative factor \( k \). We can thus achieve a high sensitivity by starting out with a reasonable value of \( R \) and then multiplying it by the needed amount \( k \).

**EXAMPLE 2.2.** In the circuit of Fig. 2.2 specify suitable component values to achieve a sensitivity of 0.1 V/μA.

**Solution.** We have \( kR = 0.1/10^{-9} = 100 \, \text{M} \Omega \), a fairly large value. Start out with \( R = 1 \, \text{M} \Omega \) and then multiply it by 100 to meet the specifications. Thus, \( 1 + R_2/R_1 + R_2/10^9 = 100 \). Since we have one equation but two unknowns, fix one unknown; for example, let \( R_1 = 1 \, \text{k} \Omega \). Then, imposing \( 1 + R_2/10^9 + R_2/10^6 = 100 \) yields \( R_2 \approx 99 \, \text{k} \Omega \) (use 100 kΩ, the closest standard). If desired, \( R_2 \) can be made variable for the exact adjustment of \( kR \).

![Figure 2.2](image1)

**FIGURE 2.2** High-sensitivity I-V converter.

**Example Applications**

**Photodetectors**

One of the frequent I-V converter applications is in connection with current-type photodetectors such as photodiodes and photomultipliers. Another common application, I-V conversion of current output digital-to-analog converters, will be discussed in Chapter 12.

Photodetectors are transducers that produce electrical current in response to incident light or other forms of radiation, such as X-rays. A transresistance amplifier is then used to convert this current to a voltage, as well as eliminate possible loading both at the input and at the output.

One of the most widely used photodetectors is the silicon photodiode. The reasons for its popularity are its solid-state reliability, low cost, small size, and low power dissipation. The device can be used either with a reverse bias voltage, in the photoconductive mode, shown in Fig. 2.3a, or with zero bias, in the photovoltaic mode, shown in Fig. 2.3b. The photoconductive mode offers higher speed; it is therefore better suited to the detection of high-speed light pulses and to high-frequency light-beam modulation applications. The photovoltaic mode offers lower noise and is therefore better suited to measurement and instrumentation applications. The circuit of Fig. 2.3b can be used as a light meter by calibrating its output directly in units of light intensity.

**2.2 VOLTAGE-TO-CURRENT CONVERTERS**

A voltage-to-current converter (V-I converter), also called a transconductance amplifier, accepts an input voltage \( v_I \) and yields an output current of the type \( i_O = Av_I \), where \( A \) is the gain, or sensitivity, of the circuit, in amperes per volt. For a practical converter, the characteristic takes on the more realistic form
\[ i_O = Av_I - \frac{1}{R_n} v_L \] (2.5a)
where \( v_L \) is the voltage developed by the output load in response to \( i_O \), and \( R_o \) is the converter's output resistance as seen by the load. For true V-I conversion, \( i_O \) must be independent of \( v_L \); that is, we must have

\[
R_o = \infty \quad \text{(2.5b)}
\]

Since it outputs a current, the circuit needs a load in order to work; leaving the output port open would result in circuit malfunction as \( i_O \) would have no path in which to flow. The voltage compliance is the range of permissible values of \( v_L \) for which the circuit still works properly, before the onset of any saturation effects on the part of the op amp.

If both terminals of the load are uncommitted, the load is said to be of the floating type. Frequently, however, one of the terminals is already committed to ground or to another potential. The load is then said to be of the grounded type, and the current from the converter must be fed to the uncommitted terminal.

Floating-Load Converters

Figure 2.4 shows two basic implementations, both of which use the load itself as the feedback element; if one of the load terminals were already committed, it would not be possible to use the load as the feedback element.

In the circuit of Fig. 2.4a the op amp outputs whatever current \( i_O \) it takes to make the inverting-input voltage follow \( v_L \), or to make \( R_lO = v_L \). Solving for \( i_O \) yields

\[
i_O = \frac{1}{R} v_L \quad \text{(2.6)}
\]

This expression holds regardless of the type of load: it can be linear, as for a resistive transducer; it can be nonlinear, as for a diode; it can have time-dependent characteristics, as for a capacitor. No matter what the load, the op amp will force it to carry the current of Eq. (2.6), which depends on the control voltage \( v_L \) and the current-setting resistance \( R \), but not on the load voltage \( v_L \). To achieve this goal, the op amp must swing its output to the voltage \( v_O = v_L + v_L \), something it will readily do as long as \( V_{OL} < v_L < V_{OH} \). Consequently, the voltage compliance of the circuit is \( (V_{OL} - v_L) < v_L < (V_{OH} - v_L) \).

In the circuit of Fig. 2.4b the op amp keeps its inverting input at 0 V. Consequently, its output terminal must draw the current \( i_O = (v_I - 0)/R \), and it must swing to the voltage \( v_O = -v_L \). Apart from the polarity reversal, the current is the same as in Eq. (2.6); however, the voltage compliance is now \( V_{OL} < v_L < V_{OH} \).

We observe that Eq. (2.6) holds for both circuits regardless of the polarity of \( v_L \). The arrows of Fig. 2.4 show current direction for \( v_L > 0 \); making \( v_L < 0 \) will simply reverse the direction. The two converters are thus said to be bidirectional.

Of special importance is the case in which the load is a capacitor, so that the circuit is the familiar integrator. If \( v_L \) is kept constant, the circuit will force a constant current through the capacitor, causing it to charge or discharge, depending on the polarity of \( v_L \), at a constant rate. This forms the basis of waveform generators such as sawtooth and triangular waveform generators, V-F and F-V converters, and dual-ramp A-D converters.

A drawback of the converter of Fig. 2.4b is that \( i_O \) must come from the source \( v_L \) itself, whereas in Fig. 2.4a the source sees a virtually infinite input resistance. This advantage, however, is offset by a more restricted voltage compliance. The maximum current either circuit can deliver to the load depends on the op amp. For the 741, this is typically 25 mA. If larger currents are required, one can either use a power op amp or a low-power op amp with an output current booster.

**Example 2.3.** Let both circuits of Fig. 2.4 have \( v_L = 5 \text{ V} \), \( R = 10 \text{ k}\Omega \), \( V_{OL} = \pm 13 \text{ V} \), and a resistive load \( R_L \). For both circuits find (a) \( i_O \); (b) the voltage compliance; (c) the maximum permissible value of \( R_L \).

Solution.

(a) \( i_o = 5/10 = 0.5 \text{ mA} \), flowing from right to left in the circuit of Fig. 2.4a and from left to right in that of Fig. 2.4b.

(b) For the circuit of Fig. 2.4a, \(-18 \text{ V} < v_L < 8 \text{ V} \); for the circuit of Fig. 2.4b, \(-13 \text{ V} < v_L < 13 \text{ V} \).

(c) With a purely resistive load, \( v_L \) will always be positive. For the circuit of Fig. 2.4a, \( R_L < 8/0.5 = 16 \text{ k}\Omega \); for the circuit of Fig. 2.4b, \( R_L < 13/0.5 = 26 \text{ k}\Omega \).

**Practical Op Amp Limitations**

We now wish to investigate the effect of using a practical op amp. After the op amp is replaced with its practical model, the circuit of Fig. 2.4a becomes as in Fig. 2.5. Summing voltages, we get \( v_I = v_O + v_L + r_o i_O - a r_D = 0 \). Summing currents,
Using a 741 op amp powered from ±15-V regulated supplies, design a 1-mA source having a 10-V voltage compliance.

Solution. Letting \( I_L = 15 \text{mA} \), we obtain, from Eq. (2.10),

\[
R_o = \frac{R_4}{R_1 + R_4} = \frac{R_4}{R_1 + R_4} + R_o
\]

It is apparent that as \( a \to \infty \), we get the ideal results \( A \to 1/R \) and \( R_o \to \infty \). However, for a finite gain \( a \), \( A \) will exhibit some error, and \( R_o \), though large, will not be infinite, indicating a weak dependence of \( i_L \) on \( v_L \). Similar considerations hold for the circuit of Fig. 2.4b.

**Grounded-Load Converters**

When one of its terminals is already committed, the load can no longer be placed within the feedback loop of the op amp. Figure 2.6a shows a converter suitable for grounded loads. Referred to as the Howland current pump after its inventor, the circuit consists of an input source \( v_I \) with series resistance \( R_1 \), and a negative-resistance converter synthesizing a grounded resistance of value \(-R_2 R_3 / R_4\). The circuit seen by the load admits the Norton equivalent of Fig. 2.6b, whose \( i-v \) characteristic is given by Eq. (2.5a). We wish to find the overall output resistance \( R_o \) seen by the load.

To this end, we first perform a source transformation on the input source \( v_I \) and its resistance \( R_1 \), and then we connect the negative resistance in parallel, as depicted in Fig. 2.7. We have \( 1/R_o = 1/R_1 + 1/( -R_2 R_3 / R_4) \). Expanding and rearranging, we get

\[
R_o = \frac{R_2}{R_2 / R_1 - R_4 / R_3}
\]

As we know, for true current-source behavior we must have \( R_o = \infty \). To achieve this condition, the four resistances must form a balanced bridge:

\[
\frac{R_4}{R_3} = \frac{R_2}{R_1}
\]

**EXAMPLE 2.4.** Using a 741 op amp powered from ±15-V regulated supplies, design a 1-mA dc source having a 10-V voltage compliance.

Solution. Letting \( v_I = +15 \text{V} \), we obtain, from Eq. (2.10), \( R_1 = 15 / 15 = 1 \Omega \). By Eq. (2.11), we want \( 10 \geq 13 + R_1 / (R_1 + R_2) \), that is, \( R_2 = 0.3 \Omega \). Pick \( R_1 = 15.0 \Omega \) (1%), and \( R_2 = R_3 = 0.3 \times 15 = 4.5 \Omega \) (use 4.42 kΩ, 1%). The circuit is shown in Fig. 2.8, along with its Norton equivalent.

![Figure 2.6](image)

Howland current pump and its Norton equivalent.

![Figure 2.7](image)

Using a negative resistance to control \( R_o \).

When this condition is met, the output becomes independent of \( v_L \):

\[
i_L = \frac{1}{R_1} v_L
\]

Clearly, the gain of the converter is \( 1/R \). For \( I_L > 0 \) the circuit will source current to the load, and for \( I_L < 0 \) it will sink current. Since \( v_L = v_o R_3 / (R_3 + R_4) \), the voltage compliance is, assuming symmetric output saturation,

\[
|v_L| \leq \frac{R_1}{R_1 + R_2} V_{sat}
\]

For the purpose of extending the compliance it is thus desirable to keep \( R_2 \) sufficiently smaller than \( R_1 \) (e.g., \( R_2 \approx 0.1 R_1 \)).

If a fixed source or sink is needed, \( v_L \) can be obtained from one of the dc supply voltages, in the manner of the offsetting amplifier of Example 1.5.

![Figure 2.8](image)

We observe that the Howland circuit includes both a negative and a positive feedback path. According to Eq. (1.76), we can express the corresponding feedback factors as

$$\beta_N = \frac{1}{1 + \frac{R_2}{R_1}} \quad \beta_P = \frac{1}{1 + \frac{R_1}{R_2}}$$

where we have exploited the fact that for $p < 1$ we can approximate $1/(1 + p) \approx 1 - p$ and we can ignore terms in $p^2$, $n > 2$. Comparison with Eq. (2.12) indicates that we can write

$$|\epsilon|_{\text{max}} \leq 4\rho$$

(a) For 1% resistances we have $|\epsilon|_{\text{max}} \approx 4 \times 0.01 = 0.04$, indicating a resistance ratio mismatch as large as 4%. Thus, $|R_{\text{calib}}|/|R_{\text{max}}| \geq 15.0/0.04 = 375 \Omega$, indicating that with 1% resistances we can expect $R_e$ to be anywhere in the range $|R_e| \leq 375 \Omega$.

(b) Improving the tolerance by an order of magnitude increases $|R_{\text{calib}}|$ by the same amount, so $|R_e| \leq 3.75 \Omega$.

(c) For $|R_{\text{calib}}| = 50 \Omega$, we need $|\epsilon|_{\text{max}} = R_1/|R_{\text{calib}}| = (15 \times 10^3)/(50 \times 10^3) = 3 \times 10^{-4}$. Then $\rho \leq |\epsilon|_{\text{max}}/4 = 3 \times 10^{-4}/4 = 0.00075$, implying highly precise resistors!

An alternative to highly precise resistors is to make provision for resistance trimming. However, a good designer will strive to avoid trimmers whenever possible because they are mechanically and thermally unstable, they have finite resolution, and they are bulkier than ordinary resistors. Moreover, the calibration procedure increases production costs. There are, nonetheless, situations in which, after a careful analysis of cost, complexity, and other pertinent factors, trimming still proves preferable.

Figure 2.9 shows a setup for the calibration of the Howland circuit. The input is grounded, and the load is replaced by a sensitive ammeter initially connected to ground. In this state the ammeter reading should be zero; however, because of op amp nonlinearities such as the input bias current and the input offset voltage, to be discussed in Chapter 5, the reading will generally be nonzero, albeit small. To calibrate the circuit for $R_e = \infty$, we flip the ammeter to some other voltage, such as 5 V, and we adjust the wiper for the same ammeter reading as when the ammeter is connected to ground.

**EXAMPLE 2.6.** In the circuit of Example 2.4 specify a suitable trimmer/resistor replacement for $R_2$ to allow bridge balancing in the case of 1% resistances.

**Solution.** Since $4\rho R_2 = 4 \times 0.01 \times 15.0 = 0.6 \Omega$, the series resistance $R_s$ must be smaller than 15.0 k$\Omega$ by at least 0.6 k$\Omega$, or $R_s \leq 15 - 0.6 = 14.4$ k$\Omega$. To be on the safe side, let $R_s = 14.0$ k$\Omega$ (1%). Then $R_{\text{max}} = 2(15 - 14) = 2$ k$\Omega$. Summarizing, $R_{\text{calib}} = 2$ k$\Omega$, $R_s = 14.0$ k$\Omega$, and all other resistors remain the same.
Effect of Finite Open-Loop Gain

We now investigate the effect of a finite open-loop gain on the transfer characteristic of the Howland circuit. To evidence the effect of the op amp alone, we assume the resistances to form a perfectly balanced bridge. With reference to Fig. 2.6a, we have, by KCL, \( i_O = (v_I - v_L)/R_1 + (v_O - v_L)/R_2 \). The circuit can be viewed as a noninverting amplifier that amplifies \( v_L \) to yield \( v_O = v_I/1 + aR_3/(R_3 + R_4) \).

Using Eq. (2.9), this can be written as \( v_O = v_I/1 + aR_3/(R_3 + R_4) \). Eliminating \( v_O \) and rearranging yields \( i_O = (1/R_1)v_I - (1/R_o)v_L \), where

\[
R_o = (R_1 \parallel R_2) \left( 1 + \frac{a}{1 + R_2/R_1} \right) \quad (2.14)
\]

This expression could have been obtained also via Eq. (1.71). A finite open-loop gain leaves the sensitivity \( 1/R_1 \) unchanged, however, it decreases \( R_o \) from \( \infty \) to the value given in Eq. (2.14).

EXAMPLE 2.7. Find the output resistance of the 1-mA source of Example 2.4. Confirm your results using PSpice.

Solution. \( R_o = (15 \parallel 3) \times 10^3 \times (1 + 200 \times 10^5)/(1 + 3/15) = 417 \) MΩ. Using the subcircuit OA discussed at the end of Section 1.2, we write the following circuit file:

```plaintext
Finding R_o for the Howland circuit:
R1 0 1 10k //bottom left resistance
R2 1 3 3k //bottom right resistance
R3 0 2 15k //top left resistance
R4 2 3 3k //top right resistance
R2A 1 2 3 OA //activates the op amp
test 0 1 1mA //applies a 1-mA test current
.end
```

The PSpice simulation gives a voltage of 0.4120 at node I, so \( R_o = 0.4120/10^{-9} = 412 \) MΩ, which is close enough to the predicted value.

Improved Howland Current Pump

Depending on circuit conditions, the Howland circuit can be unnecessarily wasteful of power. As an example, let \( v_I = 1 \) V, \( R_1 = R_3 = 1 \) kΩ, and \( R_2 = R_4 = 100 \) kΩ, and suppose the load is such that \( v_L = 10 \) V. By Eq. (2.10), \( i_O = 1 \) mA. Note, however, that the current through \( R_1 \) toward the left is \( i_1 = (v_L - v_I)/R_1 = (10 - 1)/1 = 9 \) mA, indicating that the op amp will have to waste 9 mA through \( R_1 \) to deliver only 1 mA to the load under the given conditions. This inefficient use of power can be avoided with the modification of Fig. 2.10, in which the resistance \( R_2 \) has been split into two parts, \( R_{2A} \) and \( R_{2B} \), such that the balanced condition is now:

\[
\frac{R_4}{R_3} = \frac{R_{2A} + R_{2B}}{R_1} \quad (2.15a)
\]

It is left as an exercise (see Problem 2.12) to prove that when this condition is met,
This allows us to redraw the circuit in the form of Fig. 2.13b. We can now concisely define a true difference amplifier as a circuit that responds only to the differential-mode component $V_{OM}$, completely ignoring the common-mode component $V_{CM}$.

In particular, if we tie the inputs together to make $V_{OM} = 0$, and we apply a common voltage $V_{CM} \neq 0$, a true difference amplifier will yield $V_O = 0$ regardless of the magnitude and polarity of $V_{CM}$. Conversely, this can serve as a test for finding how

\[ R_4 = \frac{R_2}{R_1} \]  

(2.20a)

the circuit is a true difference amplifier, that is, its output is linearly proportional to the difference of its inputs,

\[ V_O = R_2 (v_2 - v_1) \]  

(2.20b)

The unique characteristics of the difference amplifier are better appreciated if we introduce the differential-mode and the common-mode input components, defined as

\[ V_{DM} = v_2 - v_1 \]  

(2.21a)

\[ V_{CM} = \frac{v_1 + v_2}{2} \]  

(2.21b)

Inverting these equations, we can express the actual inputs in terms of the newly defined components:

\[ v_1 = v_{CM} - \frac{V_{DM}}{2} \]  

(2.22a)

\[ v_2 = v_{CM} + \frac{V_{DM}}{2} \]  

(2.22b)

This allows us to redraw the circuit in the form of Fig. 2.13b. We can now concisely define a true difference amplifier as a circuit that responds only to the differential-mode component $V_{DM}$, completely ignoring the common-mode component $V_{CM}$. In particular, if we tie the inputs together to make $V_{DM} = 0$, and we apply a common voltage $V_{CM} \neq 0$, a true difference amplifier will yield $V_O = 0$ regardless of the magnitude and polarity of $V_{CM}$. Conversely, this can serve as a test for finding how

\[ R_o = \frac{1}{R_1} \]  

(2.23)

indicating a gain error as well as a finite output resistance. One can readily verify that the voltage compliance is $-(V_{OM} + R_2 i_0) \leq V_L \leq -(V_{OM} + R_2 i_0)$.

Figure 2.12 shows a grounded-load current amplifier. Because of the virtual short, the voltage across the input source is $v_L$, so the current entering $R_2$ from the left is $i_S = v_L / R_2$. The op amp output is then $v_{out} = v_L - R_2 (v_S - v_L / R_2)$. By KCL and Ohm's law, $i_O = (v_{OM} - v_L) / R_1$. Eliminating $v_{OM}$ gives $i_O = A i_S - (1/R_1) v_L$, where

\[ A = \frac{R_2}{R_1} \]  

(2.24)

The negative gain indicates that the actual direction of $i_O$ is opposite to that shown. Consequently, sourcing current to (or sinking current from) the circuit will cause it to sink (or source current to) the load. If $R_1 = R_2$, then $A = -1$ and the circuit functions as a current mirror.

We observe that $R_o$ is negative, something we could have anticipated by comparing our amplifier with the negative-resistance converter of Fig. 1.20b. The fact that $R_o$ is finite indicates that $i_O$ is not independent of $v_L$. To avoid this shortcoming, the circuit is used primarily in connection with loads of the virtual-ground type ($v_L = 0$), as in certain types of current-to-frequency converters and logarithmic amplifiers.

\[ A = -\frac{R_o}{R_1} \]  

(2.25)

indicating a gain error as well as a finite output resistance. One can readily verify that the voltage compliance is $-(V_{OM} + R_2 i_0) \leq V_L \leq -(V_{OM} + R_2 i_0)$.

Figure 2.12 shows a grounded-load current amplifier. Because of the virtual short, the voltage across the input source is $v_L$, so the current entering $R_2$ from the left is $i_S = v_L / R_2$. The op amp output is then $v_{out} = v_L - R_2 (v_S - v_L / R_2)$. By KCL and Ohm's law, $i_O = (v_{OM} - v_L) / R_1$. Eliminating $v_{OM}$ gives $i_O = A i_S - (1/R_1) v_L$, where

\[ R_o = \frac{1}{R_1} \]  

(2.23)
close a practical difference amplifier is to ideal. The smaller the output variation due to a given variation of $v_{CM}$, the closer the amplifier is to ideal.

The decomposition of $v_1$ and $v_2$ into the components $v_{DM}$ and $v_{CM}$ not only is a matter of mathematical convenience but also reflects a situation quite common in practice, that of a low-level differential signal riding on a high common-mode signal, as in the case of transducer signals. The useful signal is the differential one; extracting it from the high common-mode environment and then amplifying it can be a challenging task. Difference-type amplifiers are the natural candidates to meet this challenge.

Figure 2.14 illustrates the differential-mode and common-mode input resistances. It is readily seen (see Problem 2.26) that

$$R_{id} = 2R_1$$  \hspace{1cm} \text{(2.23)}$$

$R_{ic} = \frac{R_1 + R_2}{2}$

**Effect of Resistance Mismatches**

A difference amplifier will be insensitive to $v_{CM}$ only as long as the op amp is ideal and the resistors satisfy the balanced-bridge condition of Eq. (2.20a). The effect of op amp nonidealities will be investigated in Chapters 5 and 6; here we shall assume ideal op amps and explore only the effect of resistance mismatches. In general, it can be said that if the bridge is unbalanced, the circuit will respond not only to $v_{DM}$ but also to $v_{CM}$.

**Example 2.4.** In the circuit of Fig. 2.13 let $R_1 = R_2 = 10$ kΩ and $R_3 = R_4 = 100$ kΩ. (a) Assuming perfectly matched resistors, find $v_{o}$ for each of the following input voltage pairs: $v_1 = 1 V$, $v_2 = -1.1 V$, $v_1 = 1.1 V$, $v_2 = 1 V$, $v_1 = 1 V$, $v_2 = 1.1 V$. (b) Repeat (a) with the resistors mismatched as follows: $R_1 = 10$ kΩ, $R_2 = 98$ kΩ, $R_3 = 9.9$ kΩ, and $R_4 = 103$ kΩ. Comment.

**Solution.**

(a) $v_{o} = (100/10)(v_1 - v_2) = 10(v_1 - v_2)$. Since $v_2 - v_1 = 0.2 V$ in each of the three cases, we get $v_{o} = 10 \times 0.2 = 2$ V regardless of the common-mode component, which is, in order, $v_{CM} = 0$ V, 5 V, and 10 V for the three input voltage pairs.

(b) By the superposition principle, $v_{o} = A_{DM}v_{DM} - A_{CM}v_{CM}$, where $A_{DM} = (1 + R_2/R_1)/(1 + R_2/R_1)$, $A_{CM} = (1 + 98/10)/(1 + 9.9/103) = 9.853$ V/V, and $v_{o} = R_2/R_1 = 98/10 = 9.8$ V/V. Thus, for $(v_1, v_2) = (-0.1 V, +0.1 V)$ we obtain $v_{o} = 9.853(0.1) - 9.8(0.1) = 1.965$ V. Likewise, for $(v_1, v_2) = (4.9 V, 5.1 V)$ we get $v_{o} = 2.290 V$, and for $(v_1, v_2) = (9.9 V, 10.1 V)$ we get $v_{o} = 2.495 V$. As a consequence of mismatched resistors, not only do we have $v_{o} \neq 2$ V, but $v_{o}$ also changes with the common-mode component. Clearly the circuit is no longer a true difference amplifier.

The effect of bridge imbalance can be investigated more systematically by introducing the *imbalance factor* $\epsilon$, in the manner of the Howland circuit of Section 2.2. With reference to Fig. 2.15, we conveniently assume that three of the resistances possess their nominal values while the fourth is expressed as $R_2(1 - \epsilon)$ to account for the imbalance. Applying the superposition principle,

$$v_{o} = -\frac{R_2(1 - \epsilon)}{R_1} \left(v_{CM} - \frac{v_{DM}}{2}\right) + \frac{R_1 + R_2(1 - \epsilon)}{R_1} \times \frac{R_2}{R_1 + R_2} \left(v_{CM} + \frac{v_{DM}}{2}\right)$$

Multiplying out and collecting terms, we can put $v_{o}$ in the insightful form

$$v_{o} = A_{DM}v_{DM} + A_{CM}v_{CM}$$  \hspace{1cm} \text{(2.24a)}$$

$$A_{DM} = \frac{R_2}{R_1} \left(1 + \frac{R_2}{R_1} \epsilon\right),$$  \hspace{1cm} \text{(2.24b)}$$

$$A_{CM} = \frac{R_2}{R_1} + \frac{R_2\epsilon}{2}$$  \hspace{1cm} \text{(2.24c)}$$

As expected, Eq. (2.24a) states that with an unbalanced bridge, the circuit responds not only to $v_{DM}$ but also to $v_{CM}$. For obvious reasons $A_{DM}$ and $A_{CM}$ are called, respectively, the differential-mode gain and the common-mode gain. Only in the limit $\epsilon \to 0$ do we obtain the ideal results $A_{DM} = R_2/R_1$ and $A_{CM} = 0$.

The ratio $A_{DM}/A_{CM}$ represents a figure of merit of the circuit and is called the common-mode rejection ratio (CMRR). Its value is expressed in decibels (dB) as

$$\text{CMRR}_{DB} = 20 \log_{10} \left| \frac{A_{DM}}{A_{CM}} \right|$$  \hspace{1cm} \text{(2.25)}$$

For a true difference amplifier, $A_{CM} \to 0$ and thus $\text{CMRR}_{DB} \to \infty$. For a sufficiently small imbalance factor $\epsilon$, the second term within parentheses in Eq. (2.24b) can be ignored in comparison with unity, and we can write $A_{DM}/A_{CM} \cong (R_2/R_1)(1 - 2\epsilon)/(R_1 + 2\epsilon)$.
CHAPTER 2
Circuits with Resistive Feedback

I.

CMRR_{dB} = 20 \log_{10} \left| \frac{1 + R_2/R_1}{\epsilon} \right| \quad (2.26)

The reason for using the absolute value is that $\epsilon$ can be positive or negative, depending on the direction of the imbalance. Note that for a given $\epsilon$, the larger the differential gain $R_2/R_1$, the higher the CMRR of the circuit.

EXAMPLE 29. In Fig. 2.13a let $R_1 = R_t = 10 \, k\Omega$ and $R_2 = R_s = 100 \, k\Omega$.
(a) Discuss the implications of using 1% resistors. (b) Illustrate the case in which the inputs are tied together and are driven by a common 10-V source. (c) Estimate the resistance tolerance needed for a guaranteed CMRR of 80 dB.

Solution.
(a) Proceeding along lines similar to those in Example 2.5, we can write $|\epsilon|_{\text{max}} \approx 4p$, where $p$ is the percentage tolerance. With $p = 1% = 0.01$, we get $|\epsilon|_{\text{max}} \approx 0.04$. The worst-case scenario corresponds to $A_{\text{opamp}} = 100/10(1 - (210/110) \times 0.04/2) = 9.62 \, V/V \neq 10 \, V/V$, and $A_{\text{opamp}} = 100/110 \times 0.04 = 0.0364 \neq 0$. Thus, $\text{CMRR}_{\text{max}} = 20 \log_{10}(9.62/0.0364) = 48.4 \, \text{dB}$.
(b) With $V_{\text{CM}} = 0$ and $V_{\text{in}} = 10 \, \text{V}$, the output error can be as large as $V_{O} = A_{\text{opamp}} \times V_{\text{CM}} = 0.0364 \times 10 = 0.364 \, \text{V} \neq 0$.
(c) To achieve a higher CMRR, we need to further decrease $\epsilon$. By Eq. (2.26), $80 = 20 \log_{10}(1 + 10)/|\epsilon|_{\text{max}}$, or $|\epsilon|_{\text{max}} = 1.1 \times 10^{-5}$. Then $p = |\epsilon|_{\text{max}}/4 = 0.0275\%$.

It is apparent that for high CMRRs the resistors must be very tightly matched. The INA105 (Burr-Brown) is a general-purpose monolithic difference amplifier with four identical resistors that are matched within 0.1\% (2%). In that case, Eq. (2.26) yields $\text{CMRR}_{\text{dB}} = 100 \, \text{dB}$.

The CMRR of a practical amplifier can be maximized by adjusting one of its resistors, usually $R_1$. This is shown in Fig. 2.16. The selection of the series resistance $R_s$ and $R_{\text{opamp}}$ follows the lines of the Howland circuit of Example 2.6. Calibration is done with the inputs tied together to eliminate $V_{\text{CM}}$ and evidence only $V_{\text{CM}}$. The latter is then flipped back and forth between two predetermined values, such as $-5$ V and +5 V, and the wiper is adjusted for a minimum variation at the output. To preserve bridge balance with temperature and aging, it is advisable to use a metal-film resistor array.

So far we have assumed ideal op amps. When studying their practical limitations in Chapter 5, we shall see that op amps are themselves sensitive to $V_{\text{CM}}$, so the

FIGURE 2.16
Difference-amplifier calibration.

Variable Gain

Equation (2.20e) might leave the impression that gain can be varied by varying just one resistor, say $R_2$. Since we must also satisfy Eq. (2.20a), two resistors rather than one would have to be varied, and in such a way as to maintain a very tight matching. This awkward task is avoided with the modification of Fig. 2.17, which makes it possible to vary the gain without disturbing bridge balance. It is left as an exercise (see Problem 2.27) to prove that if the various resistances are in the ratios shown, then

$$ v_O = \frac{2R_2}{R_1} \left( 1 + \frac{R_2}{R_G} \right) (v_2 - v_1) \quad (2.27) $$

so that gain can be varied by varying the single resistor $R_G$.

It is often desirable that gain vary linearly with the adjusting potentiometer to facilitate gain readings from potentiometer settings. Unfortunately, the circuit of

FIGURE 2.17
Difference amplifier with variable gain.

CMRR of a practical difference amplifier is actually the result of two effects: bridge imbalance and op amp nonideality. The two effects are interrelated so that it is possible to unbalance the bridge in such a way as to approximately cancel out the effect of the op amp. Indeed, this is what we do when we seek the minimum output variation during the calibration routine.

FIGURE 2.18
Difference amplifier with linear gain control.
**Ground-Loop Interference Elimination**

In practical installations source and amplifier are often far apart and share the common ground bus with a variety of other circuits. Far from being a perfect conductor, the ground bus has a small distributed resistance, inductance, and capacitance and thus behaves as a distributed impedance. Under the effect of the various currents flowing on the bus, this impedance will develop a small voltage drop, causing different points on the bus to be at slightly different potentials. In Fig. 2.19, \( Z_g \) denotes the ground-bus impedance between the input signal common \( N_i \) and the output signal common \( N_o \), and \( V_g \) is the corresponding voltage drop. Ideally, \( V_g \) should have no effect on circuit performance.

Consider the arrangement of Fig. 2.19a, where \( V_1 \) is to be amplified by an ordinary inverting amplifier. Unfortunately, the amplifier sees \( V_1 \) and \( V_g \) in series, so

\[
V_o = \frac{R_2}{R_1} (V_1 + V_g)
\]

The presence of the \( V_g \) term, generally referred to as ground-loop interference or also cross-talk for common return impedance, may degrade the quality of the output signal appreciably, especially if \( V_g \) happens to be a low-level signal of magnitude comparable to \( V_g \), as is often the case with transducer signals in industrial environments.

We can get rid of the \( V_g \) term by regarding \( V_1 \) as a differential signal and \( V_g \) as a common-mode signal. Doing so requires changing the original amplifier to a difference-type amplifier and using an additional wire for direct access to the input signal common, in the manner shown in Fig. 2.19b. By inspection, we now have

\[
v_o = \frac{R_2}{R_1} (V_1 - v_1)
\]

The price we are paying in increased circuit complexity and wiring is certainly worth the benefits derived from the elimination of the \( V_g \) term.

### 2.5 INSTRUMENTATION AMPLIFIERS

An instrumentation amplifier (IA) is a difference amplifier meeting the following specifications: (a) extremely high (ideally infinite) common-mode and differential-mode input impedances; (b) very low (ideally zero) output impedance; (c) accurate and stable gain, typically in the range of 1 V/V to 10^3 V/V; and (d) extremely high common-mode rejection ratio. The IA is used to accurately amplify a low-level signal in the presence of a large common-mode component, such as a transducer output in process control and biomedicine. For this reason, IAs find widespread application in test and measurement instrumentation—hence the name.

With proper trimming, the difference amplifier of Fig. 2.13 can be made to meet the last three specifications satisfactorily. However, by Eq. (2.23), it fails to meet the first specification because both its differential-mode and its common-mode input resistances are finite; consequently, it will generally load down the circuit supplying the voltages \( V_1 \) and \( V_2 \), not to mention the ensuing degradation in the CMRR. These drawbacks are eliminated by preceding it with two high-input-impedance buffers. The result is a classic circuit known as the triple-op-amp IA.

#### Triple-Op-Amp IAs

In Fig. 2.20 \( OA_1 \) and \( OA_3 \) form what is often referred to as the input or first stage, and \( OA_3 \) forms the output or second stage. By the input voltage constraint, the voltage across \( R_G \) is \( V_1 - V_2 \). By the input current constraint, the resistances denoted \( R_3 \) carry the same current as \( R_G \). Applying Ohm's law yields

\[
V_{O1} - V_{O2} = (R_3 + R_G + R_3)(V_1 - V_2)/R_G,
\]

For obvious reasons the input stage is also referred to as a difference-input, difference-output amplifier. Next, we observe that \( OA_3 \) is a difference amplifier, and thus

\[
v_o = \frac{R_2}{R_1} (V_{O2} - V_{O1})
\]

Combining the last two equations gives

\[
v_o = A (v_2 - v_1)
\]

\[
A = A_I \times A_{II} = \left( 1 + \frac{2R_3}{R_G} \right) \times \left( \frac{R_2}{R_1} \right)
\]
indicating that the overall gain $A$ is the product of the first- and second-stage gains $A_1$ and $A_{II}$.

The gain depends on external resistance ratios, so it can be made quite accurate and stable by using resistors of suitable quality. Since $OA_1$ and $OA_2$ are operated in the noninverting configuration, their closed-loop input resistances are extremely high. Likewise, the closed-loop output resistance of $OA_3$ is quite low. Finally, the CMRR can be maximized by proper trimming of one of the second-stage resistances. We conclude that the circuit meets all the IA requisites listed earlier.

Equation (2.31b) points the way to go if variable gain is desired. To avoid perturbing bridge balance, we leave the second stage undisturbed and we vary gain by varying the single resistance $R_G$. If linear gain control is desired, we can use an arrangement of the type of Fig. 2.18.

**EXAMPLE 2.10.** (a) Design an IA whose gain can be varied over the range $1 \text{V/V} \leq A \leq 10^3 \text{V/V}$ by means of a 100-kΩ pot. (b) Make provisions for a trimmer to optimize its CMRR. (c) Outline a procedure for calibrating the trimmer.

**Solution.**

(a) Connect the 100-kΩ pot as a variable resistor, and use a series resistance $R_4$ to prevent $R_G$ from going to zero. Since $A_I > 1 \text{V/V}$, we require $A_{II} < 1 \text{V/V}$ in order to allow $A$ to go all the way down to 1 V/V. Arbitrarily impose $A_{II} = R_2/(R_1 + 0.5 \text{V})$ and use $R_1 = 100 \text{ kΩ}$ and $R_2 = 49.9 \text{ kΩ}$, both 1% By Eq. (2.31b), $A_I$ must be variable from 2 V/V to 2000 V/V. At these extremes we have $2 = 1 + 2R_3/(R_3 + 100 \text{ kΩ})$ and $2000 = 1 + 2R_3/(R_3 + 0)$. Solving, we obtain $R_3 = 50 \text{ kΩ}$ and $R_1 = 50 \text{ kΩ}$.

(b) Following Example 2.6, $4R_3 = 4 \times 0.01 \times 49.9 \text{ kΩ} = 2 \text{ kΩ}$. To be on the safe side, use a 47.5-kΩ, 1% resistor in series with a 2-kΩ pot. A suitable op amp is the OP-27 precision op amp (Analog Devices). The circuit is shown in Fig. 2.21.

(c) To calibrate the circuit, tie the inputs together and set the 100-kΩ pot for the maximum gain (wiper all the way up). Then, while switching the common inputs back and forth between −5 V and +5 V, adjust the 5-kΩ pot for the minimum change at the output.
booster to drive high-current loads, or the offsetting of the output with respect to ground potential.

**Dual-Op-Amp IAs**

When high-quality, costlier op amps are used to achieve superior performance, it is of interest to minimize the number of devices in the circuit. Shown in Fig. 2.23 is an IA that uses only two op amps, $OA_1$ is a noninverting amplifier, so $v_3 = (1 + R_3/R_4)v_1$. By the superposition principle, $v_O = -(R_2/R_1)v_3 + (1 + R_2/R_1)v_2$. Eliminating $v_3$, we can put $v_O$ in the form

$$v_O = \left(1 + \frac{R_2}{R_1}\right)(v_2 - v_1) - \frac{R_3}{R_4}(v_2 - v_1)$$

(2.32)

For true difference operation we require $1 + R_3/R_4 = 1 + R_1/R_2$, or

$$\frac{R_3}{R_4} = \frac{R_1}{R_2}$$

(2.33)

When this condition is met, we have

$$v_O = \left(1 + \frac{R_2}{R_1}\right)(v_2 - v_1) - \frac{R_3}{R_4}(v_2 - v_1)$$

(2.34)

Moreover, the circuit enjoys high input resistances and low output resistance. To maximize the CMRR, one of the resistors, say, $R_4$, should be trimmed. The adjustment of the trimmer proceeds as in the triple-op-amp case.

Adding a variable resistance between the inverting inputs of the two op amps as in Fig. 2.24 makes the gain adjustable. It can be shown (see Problem 2.38) that $v_O = A(v_2 - v_1)$, where

$$A = 1 + \frac{R_2}{R_1} + \frac{2R_2}{R_G}$$

(2.35)

Compared with the triple-op-amp configuration, the dual-op-amp version offers the obvious advantage of requiring fewer resistors as well as one fewer op amp. The configuration is suited for realization with a dual-op-amp package, such as the OP-227. The tighter matching usually available with dual op amps offers a significant boost in performance. A drawback of the dual-op-amp configuration is that it treats the inputs asymmetrically because $v_1$ has to propagate through $OA_1$ before catching up with $v_2$. Because of this additional delay, the common-mode components of the two signals will no longer cancel each other out as frequency is increased, leading to a premature degradation of the CMRR with frequency. Conversely, the triple-op-amp configuration enjoys a higher degree of symmetry and usually maintains high CMRR performance over a broader frequency range. The factors limiting the CMRR here are mismatches in the delays through the first-stage op amps, as well as bridge imbalance and common-mode limitations of the second-stage op amp.

**Monolithic IAs**

The need for instrumentation amplification arises so often that it justifies the manufacture of special ICs to perform just this function. Compared with realizations built using general-purpose op amps, this approach allows better optimization of the parameters that are critical to this application, particularly the CMRR, gain linearity, and noise.

The task of first-stage difference amplification as well as common-mode rejection is delegated to highly matched transistor pairs. A transistor pair is faster than a pair of full-fledged op amps and can be made to be less sensitive to common-mode signals, thus relaxing the need for very tightly matched resistances. Examples of dedicated IC IAs are the AD521/524/624/625 and the AMP-01 and AMP-05 (Analog Devices).

Figure 2.25 shows a simplified circuit diagram of the AMP-01, and Fig. 2.26 shows the basic interconnection to make it work with gains ranging from 0.1 V/V to $10^4$ V/V. As shown, the gain is set by the ratio of two user-supplied resistors $R_S$ and $R_G$ as

$$A = \frac{20}{R_S/R_G}$$

(2.36)

With this arrangement one can achieve highly stable gains by using a pair of temperature-tracking resistors.

Referring to Fig. 2.25 and the connection of Fig. 2.26, we can describe circuit operation as follows. Applying a differential signal between the inputs unbalances
SECTION 2.5
Instrumentation Amplifiers

A popular alternative for achieving high CMRRs is the flying-capacitor technique, so called because it flips a capacitor back and forth between source and amplifier. As exemplified in Fig. 2.27, flipping the switches to the left charges $C_1$ to the voltage difference $v_2 - v_1$, and flipping the switches to the right transfers charge from $C_1$ to $C_2$. Continuous switch clocking causes $C_2$ to charge up until the equilibrium condition is reached in which the voltage across $C_2$ becomes equal to that across $C_1$. This voltage is magnified by the noninverting amplifier to give

$$v_o = \left(1 + \frac{R_2}{R_1}\right)(v_2 - v_1)$$

(2.37)

To achieve high performance, the circuit shown uses the LTC1043 precision instrumentation switched-capacitor building block and the LT1013 precision op

---

**TABLE 2.1**
Summary of AMP-01 characteristics

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Offset voltage</td>
<td>15 μV</td>
</tr>
<tr>
<td>Offset voltage drift</td>
<td>0.1 μV/°C</td>
</tr>
<tr>
<td>Noise</td>
<td>0.2 μVpp (0.1 Hz to 10 Hz)</td>
</tr>
<tr>
<td>Output drive</td>
<td>±10 V @ ±50 mA</td>
</tr>
<tr>
<td>Capacitive load stability</td>
<td>To 1 μF</td>
</tr>
<tr>
<td>Gain range</td>
<td>0.1 to 10,000</td>
</tr>
<tr>
<td>Linearity</td>
<td>16 bit at $G = 1000$ V/V</td>
</tr>
<tr>
<td>CMRR @ $1000$ V/V</td>
<td>140 dB</td>
</tr>
<tr>
<td>Bias current</td>
<td>1 nA</td>
</tr>
<tr>
<td>Output stage thermal shutdown</td>
<td></td>
</tr>
</tbody>
</table>

**Flying-Capacitor Techniques**

---

**FIGURE 2.25**
Simplified circuit diagram of the AMP-01 low-noise precision IA. (Courtesy of Analog Devices.)

---

**FIGURE 2.26**
Basic AMP-01 connection for gains from 0.1 V/V to 10 V/mV. (Courtesy of Analog Devices.)

---

**FIGURE 2.27**
Flying-capacitor IA. (Courtesy of Linear Technology.)
amp. The former includes an on-chip clock generator to operate the switches at a frequency set by $C_4$. With $C_4 = 10 \text{nF}$, this frequency is 500 Hz. The function of $C_3$ is to provide low-pass filtering to ensure a clean output. Thanks to the flying-capacitor technique, the circuit completely ignores common-mode input signals to achieve a high CMRR, typically in excess of 120 dB at 60 Hz.

2.6 INSTRUMENTATION APPLICATIONS

In this section we examine some issues arising in the application of instrumental amplifiers. Additional applications will be discussed in the next section.

Active Guard Drive

In applications such as the monitoring of hazardous industrial conditions, source and amplifier may be located far apart from each other. To help reduce the effect of noise pickup as well as ground-loop interference, the input signal is transmitted in double-ended form over a pair of shielded wires and then processed with a difference amplifier, such as an IA. The advantage of double-ended over single-ended transmission is that since the two wires tend to pick up identical noise, this noise will appear as a common-mode component and will thus be rejected by the IA. For this reason, double-ended transmission is also referred to as balanced transmission.

The purpose of shielding is to help reduce differential-mode noise pickup. Unfortunately, because of the distributed capacitance of the cable, another problem arises, namely, CMRR degradation with frequency. To investigate this aspect, refer to Fig. 2.28, where the source resistances and cable capacitances have been shown explicitly. Since the differential-mode component has been assumed to be zero, we expect the output of the IA to be likewise zero. In practice, since the time constants $R_1C_1$ and $R_2C_2$ are likely to be different, any variation in $V_{CM}$ will produce unequal signal variations downstream of the $RC$ networks, or $v_1 \neq v_2$, thus resulting in a differential error signal that the IA will then amplify and reproduce at the output. The effect of $RC$ imbalance is therefore a nonzero output signal in spite of the absence of any differential-mode component at the source. This represents a degradation in the CMRR.

![Figure 2.28](image)

**Figure 2.28**
Model of nonzero source resistance and distributed cable capacitance.

The CMRR due to $RC$ imbalance is

$$\text{CMRR}_{\text{dB}} \approx 20 \log_{10} \frac{1}{2\pi f R_{dm} C_{cm}} \tag{2.38}$$

where $R_{dm} = |R_1 - R_2|$ is the source resistance imbalance, $C_{cm} = (C_1 + C_2)/2$ is the common-mode capacitance between each wire and the grounded shield, and $f$ is the frequency of the common-mode input component. For instance, at 60 Hz, a source resistance imbalance of 1 kΩ in conjunction with a 100-foot cable having a distributed capacitance of 1 nF would degrade the CMRR to $20 \log_{10} \left(1/(2\pi 60 \times 10^3 \times 10^{-9})\right) = 68.5$ dB, even with an IA having infinite CMRR.

The effect of $C_{cm}$ can, to a first approximation, be neutralized by driving the shield with the common-mode voltage itself so as to reduce the common-mode swing across $C_{cm}$ to zero. Figure 2.29 shows a popular way of achieving this goal. By op amp action, the voltages at the top and bottom nodes of $R_C$ are $v_1$ and $v_2$. Denoting the voltage across $R_3$ as $v_3$, we can write $v_{CM} = (v_1 + v_2)/2 = (v_1 + v_3 - v_3)/2 = (v_{O1} + v_{O2})/2$, indicating that $v_{CM}$ can be extracted by computing the mean of $v_{O1}$ and $v_{O2}$. This mean is found via the two 20-kΩ resistors and is then buffered to the shield by $OA_4$.

**Figure 2.29**
IA with active guard drive.

**Digitally Programmable Gain**

In automatic instrumentation, such as data acquisition systems, it is often desirable to program the gain of the IA electronically, usually by means of JFET or MOSFET switches. The method depicted in Fig. 2.30 programs the first-stage gain $A_I$ by using a string of symmetrically valued resistors, and a string of simultaneously activated switch pairs to select the tap pair corresponding to a given gain. At any given time, only one switch pair is closed and all others are open. By Eq. (2.31b), $A_I$ can be put
In the form

$$A_T = 1 + \frac{R_{\text{outside}}}{R_{\text{inside}}}$$  \hspace{1cm} (2.39)$$

where $R_{\text{inside}}$ is the sum of the resistances located between the two selected switches and $R_{\text{outside}}$ is the sum of all remaining resistances. For the case shown, the selected switch pair is $SW_1$, so $R_{\text{outside}} = 2R_1$ and $R_{\text{inside}} = 2(R_2 + R_3 + \cdots + R_n) + R_{n+1}$. Selecting $SW_2$ gives $R_{\text{outside}} = 2(R_1 + R_2)$ and $R_{\text{inside}} = 2(R_3 + \cdots + R_n) + R_{n+1}$. It is apparent that changing to a different switch pair increases (or decreases) $R_{\text{outside}}$ at the expense of an equal decrease (or increase) in $R_{\text{inside}}$, thus yielding a different resistance ratio and, hence, a different gain.

The advantage of this topology is that the current flowing through any closed switch is the negligible input current of the corresponding op amp. This is particularly important when the switches are implemented with FETs because FETs have a nonzero on-resistance and the ensuing voltage drop could degrade the accuracy of the IA. With zero current this drop is also zero, in spite of the nonideality of the switch.

The two groups of switches of Fig. 2.30 can easily be implemented with CMOS analog multiplexers/demultiplexers, such as the CD4051 or CD4052. Digitally programmable IAs, containing all the necessary resistors, analog switches, and TTL-compatible decoder and switch-driver circuitry, are also available in IC form. Consult the manufacturer catalogs for more information.

Output-Offsetting

There are applications that call for a prescribed amount of offset at the output of an IA, as when an IA is fed to a voltage-to-frequency converter, which requires that its input range be of only one polarity. Since the IA output is usually bipolar, it must be suitably offset to ensure a unipolar range. In the circuit of Fig. 2.31 the reference node is driven by voltage $V_{\text{REF}}$. This voltage, in turn, is obtained from the wiper of a pot and is buffered by $OA_4$, whose low output resistance prevents disturbance of the bridge balance. Applying the superposition principle, we obtain

$$v_o = A(v_2 - v_1) + (1 + R_2/R_1) \times [R_1/(R_1 + R_2)]V_{\text{REF}}, \quad \text{or}$$

$$v_o = A(v_2 - v_1) + V_{\text{REF}}$$  \hspace{1cm} (2.40)$$

where $A$ is given by Eq. (2.31b). With the component values shown, $V_{\text{REF}}$ is variable from $-10$ V to $+10$ V.

Current-Output IAs

By turning the second stage into a Howland circuit, in the manner depicted in Fig. 2.32, we can configure the triple-op-amp IA for current-output operation. This type of operation is desirable when transmitting signals over long wires since the stray wire resistance does not degrade current signals. Combining the results of Problem 2.9 with Eq. (2.31b), we readily obtain

$$i_o = \frac{1 + 2R_3/R_G}{R_1}(v_2 - v_1)$$  \hspace{1cm} (2.41)$$
The gain can be adjusted via $R_G$, as usual. For efficient operation, the Howland stage can be improved with the modification of Fig. 2.10. For high CMRR, the top left resistance should be trimmed.

The dual-op-amp IA is configured for current-output operation by the bootstrapping technique of Fig. 2.33. It is left as an exercise (see Problem 2.44) to prove that the transfer characteristic of the circuit is of the type

$$i_O = \frac{1}{R} (v_2 - v_1) - \frac{1}{R_2} v_L$$

(2.42a)

$$R_0 = \frac{R_2/R_1}{R_5/R_4 - (R_2 + R_3)/R_1 - R_3}$$

(2.42b)

so that imposing $R_2 + R_3 = R_1 R_5/R_4$ yields $R_e = \infty$. If adjustable gain is desired, it is readily obtained by connecting a variable resistance $R_G$ between the inverting input pins of the two op amps, in the manner of Fig. 2.24.

Besides offering difference-input operation with high input resistances, the circuit enjoys the efficiency advantages of the improved Howland circuit because $R_2$ can be kept as small as needed while all remaining resistances can be made relatively large to conserve power. When this constraint is imposed, the voltage compliance is approximately $|v_L| \leq V_{sat} - R_2 i_O = V_{sat} - 2|v_2 - v_1|$.

**Current-Input IA**

In current-loop instrumentation the need arises for sensing a floating current and converting it to a voltage. To avoid perturbing the characteristics of the loop, it is desirable that the circuit downstream appear as a virtual short. An IA can once again be suitably modified to meet this requirement. In Fig. 2.34 we observe that $OA_1$ and $OA_2$ force the voltages at their input pins to track $V_{CM}$, thus ensuring $0 \text{ V}$ across the input source. By KVL and Ohm's law, $v_{O2} = V_{CM} - R_3 i_I$ and $v_{O1} = V_{CM} + R_3 i_I$. But $v_O = (R_2/R_1) \times (v_{O2} - v_{O1})$. Combining, we get

$$v_O = -\frac{2R_2}{R_1} R_3 i_I$$

(2.43)

If variable gain is desired, this can be obtained by modifying the difference stage as in Fig. 2.17 or 2.18. If, on the other hand, the difference stage is modified as in Fig. 2.32, the circuit becomes a floating-input current amplifier.

**2.7 Transducer Bridge Amplifiers**

Resistive transducers are devices whose resistance varies as a consequence of some environmental condition, such as temperature (thermistors; resistance temperature detectors, or RTDs), light (photoresistors), strain (strain gauges), and pressure (piezoresistive transducers). By making these devices part of a circuit, it is possible to produce an electric signal that, after suitable conditioning, can be used to monitor as well as control the physical process affecting the transducer. In general it is desirable that the relationship between the final signal and the original physical variable be linear, so that the former can directly be calibrated in the physical units...
of the latter. Transducers play such an important role in measurement and control instrumentation that it is worth studying transducer circuits in some detail.

**Transducer Resistance Deviation**

Transducer resistances are expressed in the form \( R + \Delta R \), where \( R \) is the resistance at some reference condition, such as 0 °C in the case of temperature transducers, or the absence of strain in the case of strain gauges, and \( \Delta R \) represents the deviation from the reference value as a consequence of a change in the physical condition affecting the transducer. Transducer resistances are also expressed in the alternative form \( R(1 + \delta) \), where \( \delta = \Delta R / R \) represents the fractional deviation. Multiplying \( \delta \) by 100 yields the percentage deviation.

**EXAMPLE 2.11.** Platinum resistance temperature detectors (Pt RTDs) have a temperature coefficient \( \alpha = 0.00392/°C \). A popular Pt RTD reference value at \( T = 0 °C \) is 100 Ω. (a) Write an expression for the resistance as a function of \( T \). (b) Compute \( R(T) \) for \( T = 25 °C \), 100 °C, -15 °C. (c) Calculate \( \Delta R \) and \( \delta \) for a temperature change \( \Delta T = 10 °C \).

Solution.

(a) \( R(T) = R(0 °C)(1 + \alpha T) = 100(1 + 0.00392T) Ω \).

(b) \( R(25 °C) = 100(1 + 0.00392 \times 25) = 109.8 Ω \). Likewise, \( R(100 °C) = 139.2 Ω \) and \( R(-15 °C) = 94.12 Ω \).

(c) \( R + \Delta R = 100 + 100\alpha T = 100 + 100 \times 0.00392 \times 10 = 100 \Omega + 3.92 Ω \); 
\( \delta = \alpha \Delta T = 0.00392 \times 10 = 0.0392 \). This corresponds to a change of 0.0392 × 100 = 3.92%.

**The Transducer Bridge**

To measure resistance deviation, we must find a method to convert \( \Delta R \) to a voltage variation \( V \). The simplest technique is to make the transducer part of a voltage divider, as shown in Fig. 2.35. The transducer voltage is \( V_1 = V_{REF} R(1 + \delta) / [R_R I + R(1 + \delta)] \), which can be put in the insightful form

\[
V_1 = \frac{R}{R_1 + R} V_{REF} + \frac{\delta V_{REF}}{2 + R_1/R + R/R_1} + (1 + R/R_1) \delta
\]  

(2.44)

**FIGURE 2.35**

Transducer bridge and IA.

where \( \delta = \Delta R / R \). We observe that \( V_1 \) consists of a fixed term plus a term controlled by \( \delta = \Delta R / R \). It is precisely the latter that interests us, so we must find a means for amplifying it while ignoring the former. This is achieved by using a second voltage divider to synthesize the term

\[
v_2 = \frac{R}{R_1 + R} V_{REF} \]  

(2.45)

and then using an IA to take the difference \( v_1 - v_2 \). Denoting the IA gain as \( A \), we get

\[
\nu_O = A(v_1 - v_2), \quad \delta
\]  

(2.46)

The four-resistor structure is the familiar resistive bridge, and the two voltage dividers are referred to as the bridge legs.

It is apparent that \( \nu_O \) is a nonlinear function of \( \delta \). In microprocessor-based systems, a nonlinear function can easily be linearized in the software. Quite often, however, we have \( \delta \ll 1 \), so

\[
\nu_O \approx \frac{A V_{REF}}{2 + R_1/R + R/R_1} \delta
\]  

(2.47)

indicating a linear dependence of \( \nu_O \) on \( \delta \). Many bridges are designed with \( R_1 = R \), in which case Eqs. (2.46) and (2.47) become

\[
\nu_O = \frac{A V_{REF} \delta}{4 (1 + \delta/2)}
\]  

(2.48)

\[
\nu_O \approx \frac{A V_{REF} \delta}{4}
\]  

(2.49)

**EXAMPLE 2.12.** Let the transducer of Fig. 2.35 be the Pt RTD of Example 2.11, and let \( V_{REF} = 15 V \) (a) Specify values for \( R_1 \) and \( A \) suitable for achieving an output sensitivity of 0.1 V/°C near 0 °C. To avoid self-heating in the RTD, limit its power dissipation to less than 0.2 mW. (b) Compute \( \nu_O(100 °C) \) and estimate the equivalent error, in degrees Celsius, in making the approximation of Eq. (2.47).

Solution.

(a) Denoting the transducer current as \( i \), we have \( P_{RTD} = R i^2 \), thus \( i^2 > P_{RTD_{max}} / R = 0.2 \times 10^{-3} / 100 \), or \( i = 1.41 \) mA. To be on the safe side, impose \( i = 1 \) mA, or \( R_1 = 15 \) kΩ. For \( \Delta T = 1 °C \) we have \( \delta = \alpha = 1 = 0.00392 \), and we want \( \Delta \nu_O = 0.1 \) V. By Eq. (2.47) we need \( 0.1 = A \times 15 \times 0.00392 / (2 + 15 / 1.1 + 0.1 / 15) \), or \( A = 258.5 \) V/V.

(b) For \( \Delta T = 100 °C \) we have \( \delta = \alpha \Delta T = 392 \). Inserting into Eq. (2.46), we get

\[
\nu_O(100 °C) = 9.974 \text{ V}.
\]

Equation (2.47) predicts that \( \nu_O(100 °C) = 10 \text{ V} \), which exceeds the actual value by \( 0.026 \text{ V} \). Since 0.1 V corresponds to 1 °C, 0.026 V corresponds to 0.026/0.1 = 0.26 °C. Therefore, in using the approximated expression, we cause, at 100 °C, an error of about one-quarter of a degree Celsius.

**Bridge Calibration**

With \( \Delta R = 0 \), a transducer bridge should be balanced and yield a zero voltage difference between its taps. In practice, because of resistance tolerances, including
Strain-Gauge Bridges

The resistance of a wire having resistivity \( \rho \), cross-sectional area \( S \), and length \( \ell \) is \( R = \rho \ell / S \). Straining the wire changes its length to \( \ell + \Delta \ell \), its area to \( S - \Delta S \), and its resistance to \( R + \Delta R = \rho (\ell + \Delta \ell) / (S - \Delta S) \). Since its volume must remain constant, we have \( (\ell + \Delta \ell) \times (S - \Delta S) = \ell S \). Eliminating \( S - \Delta S \), we get

\[
\Delta R = R (\Delta \ell / \ell) (2 + \Delta \ell / \ell). 
\]

But \( \Delta \ell / \ell \ll 2 \), so

\[
\Delta R = 2R \frac{\Delta \ell}{\ell}. 
\]

where \( R \) is the unstrained resistance and \( \Delta \ell / \ell \) is the fractional elongation. A strain gauge is fabricated by depositing resistive material on a flexible backing according to a pattern designed to maximize its fractional elongation for a given strain. Since strain gauges are sensitive also to temperature, special precautions must be taken to mask out temperature-induced variations. A common solution is to work with gauge pairs designed to compensate for each other's temperature variations.

The strain-gauge arrangement of Fig. 2.37 is referred to as a load cell. Denoting the bridge voltage as \( V_B \) and ignoring \( R_1 \) for a moment, the voltage divider formula yields \( v_1 = V_B (R + \Delta R)/(R + \Delta R + R - \Delta R) = V_B (R + \Delta R)/2R \), \( v_2 = V_B (R - \Delta R)/2R \), and \( v_1 - v_2 = V_B \Delta R/R = V_B \delta \), so

\[
v_0 = A V_{\text{REF}} \delta \tag{2.51}
\]

The sensitivity is now four times as large as that given in Eq. (2.49), thus relaxing the demands upon the IA. Furthermore, the dependence of \( v_0 \) on \( \delta \) is now perfectly linear—another advantage of working with gauge pairs. To achieve the \(+\Delta R\) and \(-\Delta R\) variations, two of the gauges will be bonded to one side of the structure under strain, and the other two to the opposite side. Even in installations in which only one side is accessible, it pays to work with four gauges because two can be used as dummy gauges to provide temperature compensation for the active ones. Piezoresistive pressure sensors also use this arrangement.

Figure 2.37 also illustrates an alternative technique for balancing the bridge. In the absence of strain, each tap voltage should be \( V_B/2 \). In practice there will be deviations due to the initial tolerances of the four gauges. By varying \( R_2 \)'s wiper, we can force an adjustable amount of current through \( R_3 \) that will increase or decrease the corresponding tap voltage until the bridge is nulled. Resistors \( R_3 \) and \( R_4 \) drop \( V_{\text{REF}} \) to \( V_B \), and \( R_3 \) adjusts the sensitivity.
Bridge Linearization

With the exception of the strain-gauge circuit of Fig. 2.37, all bridge circuits discussed so far suffer from the fact that the response is reasonably linear only as long as \( \delta \ll 1 \). It is therefore of interest to seek circuit solutions capable of a linear response regardless of the magnitude of \( \delta \).

The design of Fig. 2.39 linearizes the bridge by driving it with a constant current. This is achieved by placing the entire bridge within the feedback loop of a floating-load \( V-I \) converter. The bridge current is \( I_B = V_{\text{REF}}/R_I \). By using a transducer pair as shown, \( I_B \) will split equally between the two legs. Since \( OA \) keeps the bottom node of the bridge at \( V_{\text{REF}} \), we have \( V_1 = V_{\text{REF}} + R(I + \delta)I_B/2 \), \( V_2 = V_{\text{REF}} + RI_B/2 \), and \( V_1 - V_2 = RI_B/2 \), so

\[
\frac{V_1 - V_2}{R} = \frac{ARV_{\text{REF}}}{2R_1} \delta
\]

(2.54)

The alternative design of Fig. 2.40 uses a single-transducer element and a pair of inverting-type op-amps. The response is again linearized by placing the bridge within the feedback loop of the \( V-I \) converter \( OA_1 \). It is left as an exercise (see Problem 2.49) to show that

\[
\frac{V_1 - V_2}{R} = \frac{R_2V_{\text{REF}}}{R_1} \delta
\]

(2.55)

For additional bridge circuit examples, see references 9, 11, 12, and 13 and the end-of-chapter problems.

Single-Op-Amp Amplifier

For reasons of cost it is sometimes desirable to use a simpler amplifier than the full-fledged IA. Figure 2.38 shows a bridge amplifier implemented with a single op amp. After applying Thévenin's theorem to the two legs of the bridge, we end up with the familiar difference amplifier. One can then show (see Problem 2.49) that

\[
v_O = \frac{R_2}{R} V_{\text{REF}} \frac{\delta}{R_1/R + (1 + R_1/R_2)(1 + \delta)} \tag{2.52}
\]

For \( \delta \ll 1 \) this simplifies to

\[
v_O = \frac{R_2}{R} V_{\text{REF}} \frac{\delta}{1 + R_1/R + R_1/R_2} \tag{2.53}
\]

That is, \( v_O \) depends linearly on \( \delta \). To adjust the sensitivity and to null the effect of resistance mismatches, we can use a scheme of the type of Fig. 2.36.

**FIGURE 2.38**

Single-op-amp bridge amplifier.

**FIGURE 2.39**

Bridge linearization by constant-current drive.

**FIGURE 2.40**

Single-transducer circuit with linear response.
2.2 Design a circuit to convert a 4-mA-to-20-mA input current to a 0-V-to-10-V output voltage. The reference direction of the input source is from ground into your circuit, and the circuit is powered from ±15-V regulated supplies.

2.2 Voltage-to-current converters

2.5 (a) Show that the floating-load V-I converter of Fig. P2.5 yields \( i_o = v_1/(R_1/k) \), where \( k = 1 + R_2/R_1 \). (b) Specify standard 5% resistances for a sensitivity of 1 mA/V and \( R_1 = 1 \) MΩ, where \( R_0 \) is the resistance seen by the input source. (c) If \( ±V_{\text{ref}} = ±13 \) V, what is the voltage compliance of your circuit?

![Figure P2.5](image)

2.6 In the circuit of Fig. P2.5 let \( R_1 = 100 \) kΩ, \( R_2 = 99 \) kΩ, and \( R_3 = 1 \) kΩ. If \( r_d \geq \infty \), \( a = 10^3 \) V/V, and \( r_o \geq 0 \), estimate the resistance \( R_0 \) seen by the load.

2.7 Consider the following statements about the resistance \( R_o \) seen by the load in the V-I converter of Fig. 2.4(b), where the op amp is assumed ideal: (a) Looking toward the left, the load sees \( R || r_d \equiv R || \infty \equiv R \), and looking to the right, it sees \( r_o \equiv 0 \); hence, \( R_o \equiv R + 0 = \infty \). (b) Looking toward the left, the load sees a virtual-ground node with zero resistance, and looking to the right, it sees \( r_o \equiv 0 \); hence, \( R_o \equiv 0 + 0 = 0 \). (c) \( R_o \equiv \infty \) because of negative feedback. Which statement is correct? How would you refute the other two?

2.8 Repeat Example 2.4 for the case of a 1.5-mA sink. Then find the currents through \( R_1 \) and \( R_2 \) if the load is (a) a 2-kΩ resistor; (b) a 6-kΩ resistor; (c) a 5-V Zener diode with the cathode at ground; (d) a short circuit; (e) a 10-kΩ resistor. In (e), is \( i_o \) still 1.5 mA? Explain.
2.16 Repeat Problem 2.15 for the circuit of Fig. P2.16.

\[ V_2 = \frac{R_2}{R_1 + R_2} V_1 \]

\[ R_2 = \frac{V_2}{I_2} \]

\[ I_2 = \frac{V_2}{R_2} \]

\[ R_{eq} = \frac{R_1 R_2}{R_1 + R_2} \]

\[ V_{out} = \frac{R_{load}}{R_{in}} V_{in} \]

2.17 The current source of Example 2.4 drives a 0.1-\( \mu \)F load. (a) Assuming that the capacitance is initially discharged, sketch and label \( v_o(t \geq 0) \). (b) Find the time it takes for the op amp to enter the saturation region.

2.18 Repeat Problem 2.17 with \( R_L \) (a) decreased by 10\%, and (b) increased by 10\%.

2.19 Assuming an ideal op amp, find the input resistance \( R_i \) of a Howland current pump as a function of the load \( R_L \). Comment.

2.20 (a) Prove Eq. (2.18). (b) Assuming a 741 op amp in Fig. 2.11, specify resistances for \( A = 10 \) A/A, estimate the gain \( \alpha \) with \( R_i \), and find the output resistance of the circuit.

2.21 Find the gain as well as the output impedance of the current amplifier of Fig. P2.21.

\[ I_{out} = \frac{V_{out}}{R_{load}} \]

2.22 Show that if \( R_i = \infty \) and \( a \neq \infty \) in the current amplifier of Fig. 2.12, then Eq. (2.18) holds.

2.23 A grounded-load current amplifier can be implemented by cascading an \( I-V \) and a \( V-I \) converter. Using resistances no greater than 1 M\( \Omega \), design a current amplifier with \( R_i = 0 \), \( A = 10^5 \) A/A, \( R_o = \infty \), and a full-scale input of 100 nA. Assuming \( \pm 15 \) V supplies, the voltage compliance must be at least 5 V.

2.24 Suitably modify the circuit of Fig. P2.16 so that it becomes a current amplifier with \( R_i = 0 \), \( A = 100 \) A/A, and \( R_o = \infty \). Assume ideal op amps.

2.25 In Fig. P2.25 the odd-numbered inputs are fed to \( OA_1 \)'s summing junction directly, and the even-numbered inputs are fed via a current reverser. Obtain a relationship between \( v_o \) and the various inputs. What happens if any of the inputs is left floating? Will it affect the contribution from the other inputs? What is an important advantage of this circuit compared to that of Problem 1.31?

2.26 Derive Eq. (2.23).

2.27 (a) Derive Eq. (2.27). (b) Using a 100-k\( \Omega \) pot, specify suitable resistances such that varying the wiper from end to end varies the gain from 10 V/V to 100 V/V.

2.28 (a) Derive Eq. (2.28). (b) Specify suitable component values such that gain can be varied from 1 V/V to 100 V/V.

2.29 (a) A difference amplifier has \( v_1 = 10 \cos 2 \pi 60t \) V - 5 cos \( 2 \pi 10^3 t \) mV, and \( v_2 = 10 \cos 2 \pi 60t \) V + 5 cos \( 2 \pi 10^3 t \) mV. If \( v_o = 100 \cos 2 \pi 60t \) mV + 2 cos \( 2 \pi 10^3 t \) V, find \( A_{dmm}, A_{cm} \), and \( CMRR_{db} \). (b) Repeat (a) with \( v_1 = 10.01 \cos 2 \pi 60t \) V - 5 cos \( 2 \pi 10^3 t \) mV, \( v_2 = 10.00 \cos 2 \pi 60t \) V + 5 cos \( 2 \pi 10^3 t \) mV, and \( v_o = 0.5 \cos 2 \pi 60t \) V + 2.5 cos \( 2 \pi 10^3 t \) V.

2.30 If the actual resistance values in Fig. 2.13a are found to be \( R_1 = 1.01 \) k\( \Omega \), \( R_2 = 99.7 \) k\( \Omega \), \( R_3 = 0.995 \) k\( \Omega \), and \( R_4 = 102 \) k\( \Omega \), estimate \( A_{dmm}, A_{cm} \), and \( CMRR_{db} \).

2.31 If the difference amplifier of Fig. 2.13a has a differential-mode gain of 60 dB and \( CMRR_{db} = 100 \) dB, find \( v_o \) if \( v_1 = 4.001 \) V and \( v_2 = 3.999 \) V. What is the percentage error of the output due to finite \( CMRR \)?

2.32 If the resistance pairs are perfectly balanced and the op amp is ideal in the difference amplifier of Fig. 2.13a, then we have \( CMRR_{db} = \infty \). But what if the open-loop gain \( a \) is...
finite, everything else being ideal? Is the CMRR still infinite? Justify your finding intuitively.

2.5 Instrumentation amplifiers

2.33 In the IA of Fig. 2.20 let \( R_3 = 1 \, \text{M} \Omega, R_G = 2 \, \text{k} \Omega, \) and \( R_1 = R_2 = 100 \, \text{k} \Omega. \) If \( V_{DM} \) is an ac voltage with a peak amplitude of 10 mV and \( V_{CM} \) is a dc voltage of 5 V, find all node voltages in the circuit.

2.34 Show that if \( \mathcal{OA}_1 \) and \( \mathcal{OA}_2 \) in Fig. 2.20 have the same open-loop gain \( a, \) together they form a negative-feedback system with input \( v_1 = v_1 - v_2, \) output \( v_o = v_{OA1} - v_{OA2}, \) open-loop gain \( a, \) and feedback factor \( \beta = R_G/(R_G + 2R_3). \)

2.35 A triple-op-amp IA is to be implemented with \( A = A_1 \times A_{II} = 50 \times 20 = 10^3 \, \text{V/V.} \) Assuming matched input-stage op amps, find the minimum open-loop gain required of each op amp for a 0.1\% maximum deviation of \( A \) from the ideal.

2.36 Compared with the classical triple-op-amp IA, the IA of Fig. P2.36 (see \textit{EDN}, Oct. 1, 1992, p. 115) uses fewer resistances. The wiper, nominally positioned halfway, is used to maximize the CMRR. Show that \( v_O = (1 + R_2/R_1)(v_2 - v_1). \)

2.37 (a) To investigate the effect of mismatched resistances in the IA of Fig. 2.23, assume that \( R_1/R_2 = (R_1/R_2)(1 - \epsilon). \) Show that \( v_O = A_{km}v_{DM} + A_{cm}v_{CM}, \) where \( A_{km} = 1 + R_1/R_2 - \epsilon/2 \) and \( A_{cm} = \epsilon. \) (b) Discuss the implications of using 1\% resistors without trimming for the case \( A = 10^3 \, \text{V/V.} \)

2.38 (a) Derive Eq. (2.35). (b) Specify suitable components such that \( A \) can be varied over the range \( 10 \, \text{V/V} \leq A \leq 100 \, \text{V/V} \) by means of a 10-k\Omega pot.

2.39 The gain of the dual-op-amp IA of Fig. P2.39 (see \textit{EDN}, Feb. 20, 1986, pp. 241–242) is adjustable by means of a single resistor \( R_G. \) (a) Show that \( v_O = 2(1 + R_1/R_2)(v_2 - v_1). \) (b) Specify suitable components to make \( A \) variable from 10 V/V to 100 V/V by means of a 10-k\Omega pot.

2.40 The dual-op-amp IA of Fig. P2.40 (see \textit{Signals and Noise, EDN}, May 29, 1986) offers the advantage that by proper adjustment of the pot, a fairly high CMRR can be achieved and maintained well into the kilohertz range. Show that \( v_O = (1 + R_2/R_1)(v_2 - v_1). \)

2.41 Assuming perfectly matched resistances as well as perfectly matched op amps in the dual-op-amp IA of Fig. 2.23, investigate the effect of finite open-loop op amp gain \( a \) upon the CMRR of the circuit (except for their finite gain, both op amps are ideal). Assuming \( a = 10^3 \, \text{V/V,} \) find CMRR\(_{min} \) if \( A = 10^3 \, \text{V/V.} \) Repeat, but if \( A = 10 \, \text{V/V,} \) and comment on your findings.

2.42 Design a digitally programmable IA having an overall gain of 1 V/V, 10 V/V, 100 V/V, and 1000 V/V. Show the final design.

2.43 Assuming \( \pm 15 \, \text{V regulated power supplies,} \) design a programmable IA with two operating modes: in the first mode the gain is 100 V/V and the output offset is 0 V, in the second mode the gain is 200 V/V and the output offset is –5 V.

2.44 (a) Derive Eq. (2.42). (b) In the current-output IA of Fig. 2.33 specify suitable components for a sensitivity of 1 mA/V. (c) Investigate the effect of using 0.1\% resistances.

2.45 In the circuit of Fig. 2.23 let \( R_1 = R_4 = R_5 = 10 \, \text{k} \Omega, R_2 = 1 \, \text{k} \Omega, \) and \( R_3 = 9 \, \text{k} \Omega. \) If an additional resistance \( R_G \) is connected between the inverting input nodes of the two op amps, find the gain as a function of \( R_G. \)
2.46 (a) Design a current-output IA whose sensitivity can be varied from 1 mA/V to 100 mA/V by means of a 100-kΩ pot. The circuit must have a voltage compliance of at least 5 V with ±15-V supplies, and it must have provision for CMRR optimization by means of a suitable trimmer. (b) Outline the procedure for calibrating the trimmer.

2.47 Design a current-input, voltage-output IA with a gain of 10 V/mA.

2.48 Repeat Example 2.12 using the single-op-amp configuration of Fig. 2.38. Show the final circuit.

2.49 (a) Derive Eqs. (2.52) and (2.53). (b) Derive Eq. (2.55).

2.50 Assuming that $V_{REF} = 2.5$ V in Fig. 2.39, specify suitable component values for an output sensitivity of 0.1 V/C with a Pt RTD.

2.51 (a) Assuming that $V_{REF} = 15$ V in Fig. 2.40, specify suitable component values for an output sensitivity of 0.1 V/C with a Pt RTD. (b) Assuming the same tolerances as in Example 2.13, make provisions for bridge calibration.

2.52 Show that the linearized bridge circuit of Fig. P2.52 yields $V_O = -R V_{REF} \delta / (R_1 + R)$. Name a disadvantage of this circuit.

2.53 Using the circuit of Fig. P2.52 with $V_{REF} = 2.5$ V and an additional gain stage, design an RTD amplifier circuit with a sensitivity of 0.1 V/C. The circuit is to have provisions for bridge calibration. Outline the calibration procedure.

2.54 Show that the linearized bridge circuit of Fig. P2.54 (U.S. Patent 4,229,692) yields $V_O = R_1 V_{REF} \delta / R_1$. Discuss how you would make provisions for calibrating the circuit.

FIGURE P2.52

FIGURE P2.54

REFERENCES

ACTIVE FILTERS: PART I

3.1 The Transfer Function
3.2 First-Order Active Filters
3.3 Audio Filter Applications
3.4 Standard Second-Order Responses
3.5 KRC Filters
3.6 Multiple-Feedback Filters
3.7 State-Variable and Biquad Filters
3.8 Sensitivity
References

A filter is a circuit that processes signals on a frequency-dependent basis. The manner in which its behavior varies with frequency is called the frequency response and is expressed in terms of the transfer function $H(j\omega)$, where $\omega = 2\pi f$ is the angular frequency, in radians per second (rad/s), and $j$ is the imaginary unit ($j^2 = -1$). This response is further specialized as the magnitude response $|H(j\omega)|$ and the phase response $\angle H(j\omega)$, giving, respectively, the gain and phase shift experienced by an ac signal in going through the filter.

Common Frequency Responses

On the basis of magnitude response, filters are classified as low-pass, high-pass, band-pass, and band-reject (or notch) filters. A fifth category is provided by all-pass filters, which process phase but leave magnitude constant. With reference to Fig. 3.1, we ideally define these responses as follows.

The low-pass response is characterized by a frequency $\omega_L$, called the cutoff frequency, such that $|H| = 1$ for $\omega < \omega_L$ and $|H| = 0$ for $\omega > \omega_L$, indicating that input signals with frequency less than $\omega_L$ go through the filter with unchanged amplitude, while signals with $\omega > \omega_L$ undergo complete attenuation. A common low-pass filter application is the removal of high-frequency noise from a signal.

The high-pass response is complementary to the low-pass response. Signals with frequency greater than the cutoff frequency $\omega_L$ emerge from the filter unattenuated, and signals with $\omega < \omega_L$ are completely blocked.

The band-pass response is characterized by a frequency band $\omega_L < \omega < \omega_H$, called the passband, such that input signals within this band emerge unattenuated, while signals with $\omega < \omega_L$ or $\omega > \omega_H$ are cut off. A familiar band-pass filter is the tuning circuitry of a radio, which allows the user to select a particular station and block out all others.

The band-reject response is complementary to the band-pass response because it blocks out frequency components within the stopband $\omega_L < \omega < \omega_H$, while passing all the others. When the stopband is sufficiently narrow, the response is called a notch response. An application of notch filters is the elimination of unwanted 60-Hz pickup in medical equipment.

The all-pass response is characterized by $|H| = 1$ regardless of frequency, and $\angle H = -t_0\omega$, where $t_0$ is a suitable proportionality constant, in seconds. This filter...
passes an ac signal without affecting its amplitude, but it delays it in proportion to its frequency $\omega$. For obvious reasons, all-pass filters are also called delay filters. Delay equalizers and wideband 90° phase-shift networks are examples of all-pass filters.

Figure 3.2 illustrates the effects of the first four ideal filter types using the input voltage

$$v_{I}(t) = 0.8 \sin \omega t + 0.5 \sin 4 \omega t + 0.2 \sin 16 \omega t \text{ V}$$

as an example. Shown at the left are the spectra that we would observe with a spectrum analyzer; shown at the right are the waveforms that we would observe with an oscilloscope. The spectrum and waveform at the top pertain to the input signal, and those below pertain, respectively, to the low-pass, high-pass, band-pass, and band-reject outputs. For instance, if we send $v_{I}(t)$ through a low-pass filter with $\omega_c$ somewhere between $4 \omega_0$ and $16 \omega_0$, the first two components are multiplied by 1 and thus passed, but the third component is multiplied by 0 and is thus blocked: the result is $v_f(t) = 0.8 \sin \omega_0 t + 0.5 \sin 4 \omega_0 t \text{ V}$. As we proceed we shall see that the practical filters provide only approximations to the idealized brick-wall magnitudes shown in the figure and also that they affect phase.

Filter theory is a vast discipline, and it is documented in a number of textbooks dedicated only to it. Filters can be built solely from resistors, inductors and capacitors (RLC filters), which are passive components. However, after the emergence of the feedback concept, it was realized that incorporating an amplifier in a filter circuit made it possible to achieve virtually any response, but without the use of inductors. This is a great advantage because inductors are the least ideal among the basic circuit elements, and are also bulky, heavy, and expensive—they do not lend themselves to IC-type mass production.

How amplifiers manage to replace inductors is an intriguing question that we shall address. Here, we intuitively justify how by noting that an amplifier can take energy from its power supplies and inject it into the surrounding circuitry to make up for energy losses in the resistors. Inductors and capacitors are nondissipative elements that can store energy during part of a cycle and release it during the rest of the cycle. An amplifier, backed by its power supply, can do the same and more because, unlike inductors and capacitors, it can be made to release more energy than is actually absorbed by the resistors. Amplifiers are said to be active elements because of this, and filters incorporating amplifiers are called active filters. These filters provide one of the most fertile areas of application for op amps.

An active filter will work properly only to the extent that the op amp will. The most serious op amp limitation is the open-loop gain rolloff with frequency, an issue addressed at length in Chapter 6. This limitation generally restricts active-filter applications below the megahertz range. This includes the audio and instrumentation ranges, where op amp filters find their widest application and where inductors would be too bulky to compete with the miniaturization available with ICs. Beyond the frequency reach of op amps, inductors take over again, so high-frequency filters are still implemented with passive $RLC$ components. In these filters, inductor sizes and weights are more manageable as inductance and capacitance values decrease with the operating frequency range.

In the present chapter we study first-order and second-order active filters. Higher-order filters are covered in Chapter 4, along with switched-capacitor filters.

### 3.1 THE TRANSFER FUNCTION

Filters are implemented with devices exhibiting frequency-dependent characteristics, such as capacitors and inductors. When subjected to ac signals, these elements oppose current flow in a frequency-dependent manner and also introduce a 90° phase shift between voltage and current. To account for this behavior, we use the complex impedances $Z_L = s L$ and $Z_C = 1/s C$, where $s = \sigma + j \omega$ is the complex frequency, in complex nepers per second (complex Np/s). Here, $\sigma$ is the Neper frequency, in nepers per second (Np/s) and $\omega$ is the angular frequency, in radians per second (rad/s).

The behavior of a circuit is uniquely characterized by its transfer function $H(s)$. To find this function, we first derive an expression for the output $X_o$ in terms of the input $X_i$ ($X_o$ and $X_i$ can be voltages or currents) using familiar tools such as
Ohm's law \( V = I R \), KVL, KCL, the voltage and current divider formulas, and the superposition principle. Then, we solve for the ratio

\[
H(s) = \frac{X_o}{X_i} \tag{3.1}
\]

Once \( H(s) \) is known, the response \( x_o(t) \) to a given input \( x_i(t) \) can be found as

\[
x_o(t) = \mathcal{L}^{-1}[H(s)X_i(s)] \tag{3.2}
\]

where \( \mathcal{L}^{-1} \) denotes the inverse Laplace transform, and \( X_i(s) \) is the Laplace transform of \( x_i(t) \).

Transfer functions turn out to be rational functions of \( s \),

\[
H(s) = \frac{N(s)}{D(s)} = \frac{a_m s^m + a_{m-1} s^{m-1} + \cdots + a_1 s + a_0}{b_n s^n + b_{n-1} s^{n-1} + \cdots + b_1 s + b_0} \tag{3.3}
\]

where \( N(s) \) and \( D(s) \) are suitable polynomials of \( s \) with real coefficients and with degrees \( m \) and \( n \). The degree of the denominator determines the order of the filter (first-order, second-order, etc.). The roots of the equations \( N(s) = 0 \) and \( D(s) = 0 \) are called, respectively, the zeros and the poles of \( H(s) \), and are denoted as \( z_1, z_2, \ldots, z_m \), and \( p_1, p_2, \ldots, p_n \). Factoring out \( N(s) \) and \( D(s) \) in terms of their respective roots, we can write

\[
H(s) = H_0 \frac{(s - z_1)(s - z_2) \cdots (s - z_m)}{(s - p_1)(s - p_2) \cdots (s - p_n)} \tag{3.4}
\]

where \( H_0 = a_m/b_n \) is called the scaling factor. Aside from \( H_0 \), \( H(s) \) is uniquely determined once its zeros and poles are known. Roots are also referred to as critical or characteristic frequencies because they depend solely on the circuit, that is, on its elements and the way they are interconnected, irrespective of its signals or the energy stored in its reactive elements. In fact, essential circuit specifications are often given in terms of the roots.

Roots can be real or complex. When zeros or poles are complex, they occur in conjugate pairs. For instance, if \( p_1 = \alpha_1 + j \Omega_1 \) is a pole, then \( p_2^* = \alpha_2 - j \Omega_2 \) is also a pole. Roots are conveniently visualized as points in the complex plane, or s-plane: \( \alpha \) is plotted against the horizontal, or real, axis, which is calibrated in nepers per second (Np/s); \( \Omega \) is plotted against the vertical, or imaginary, axis, which is calibrated in radians per second (rad/s). In these plots a zero is represented as "0" and a pole as "x". Just by looking at the pole-zero pattern of a circuit, a designer can predict important characteristics, such as stability and frequency response. Because these characteristics will arise frequently as we proceed, we wish to give them a definitive review.

![Circuit of Example 3.1 and its pole-zero plot.](image)

**EXAMPLE 3.1.** Find the pole-zero plot of the circuit of Fig. 3.3a.

**Solution.** Using the generalized voltage divider formula, \( V_o = [R/(sL + 1/sC + R)]V_i \).

Rearranging,

\[
H(s) = \frac{V_o}{V_i} = \frac{RC_s}{LCs^2 + RC + 1} = \frac{R}{L} \times \frac{s}{s^2 + (R/L)s + 1/LC}
\]

Substituting the given component values and factoring out,

\[
H(s) = 2 \times 10^3 \times \frac{s}{[s - (-1.2j)]^2} \times [s - (-1 - 2j)]
\]

This function has \( H_0 = 2 \times 10^3 \) \( V/V \), a zero at the origin, and a conjugate pole pair at \(-1 \pm j2\) complex kNp/s. Its pole-zero plot is shown in Fig. 3.3b.

**H(s) and Stability**

A circuit is said to be stable if it produces a bounded output in response to any bounded input. One way to assess whether a circuit is stable or not is to inject some energy into one or more of its reactive elements and then observe how the circuit does on its own, in the absence of any applied sources. The circuit response is in this case called the source-free, or natural, response. A convenient method of injecting energy is to apply an impulsive input, whose Laplace transform is unity. By Eq. (3.2), the ensuing response, or impulse response, is then \( h(t) = \mathcal{L}^{-1}[H(s)] \). Interestingly enough, this response is determined by the poles. We identify two representative cases:

1. \( H(s) \) has a real pole at \( s = \alpha \) \pm \( j0 \). Using well-known Laplace-transform techniques, one can prove that \( H(s) \) contains the term \( A_k / (s - \alpha) \), where \( A_k \) is called the residue of \( H(s) \) at that pole, and is found as \( A_k = (s - \alpha)H(s) \big|_{s=\alpha} \).

From the Laplace-transform tables we find

\[
\mathcal{L}^{-1}\left\{ \frac{A_k}{s - \alpha} \right\} = A_k e^{\alpha t} u(t) \tag{3.5}
\]

where \( u(t) \) is the unit step function (\( u = 0 \) for \( t < 0 \), \( u = 1 \) for \( t > 0 \)). A real pole contributes an exponential component to the response \( x_o(t) \), and this component decays if \( \alpha < 0 \), remains constant if \( \alpha = 0 \), and diverges if \( \alpha > 0 \).
2. \( H(s) \) has a complex pole pair at \( s = \sigma_k \pm j\omega_k \). In this case \( H(s) \) contains the complex term \( A_k/(s - (\sigma_k + j\omega_k)) \) as well as its conjugate, and the residue is found as \( A_k = [s - (\sigma_k + j\omega_k)]H(s)|_{s=\sigma_k+j\omega_k} \). The inverse Laplace transform of their combination is

\[
\mathcal{L}^{-1} \left\{ \frac{A_k}{s - (\sigma_k + j\omega_k)} + \frac{A_k^*}{s - (\sigma_k - j\omega_k)} \right\} = 2|A_k|e^{\sigma_k t}u(t) \cos(\omega_k t + \phi_k).
\]

(3.6)

This component represents a damped sinusoid if \( \sigma_k < 0 \), a constant-amplitude, or sustained, sinusoid if \( \sigma_k = 0 \), and a growing sinusoid if \( \sigma_k > 0 \).

It is apparent that for a circuit to be stable, all poles must lie in the left half of the \( s \) plane (LHP), where \( \sigma < 0 \). Passive RLC circuits, such as that of Example 3.1, meet this constraint and are thus stable. However, if a circuit contains dependent sources such as op amps, its poles may move into the right half-plane and thus lead to instability. Its output will grow until the saturation limits of the op amp are reached. If the circuit has a complex pole pair, the outcome of this is a sustained oscillation. Instability is generally undesirable, and stabilization techniques are covered in Chapter 8. There are nevertheless situations in which instability is exploited on purpose. A common example is the design of sine wave oscillators, to be addressed in Chapter 10.

**EXAMPLE 3.2.** Find the impulse response of the circuit of Example 3.1.

**Solution.** We have \( A_1 = [s - (-1 + j2)10^3]H(s)|_{s=-1+j2} = 1000 + j500 = 500\sqrt{5}/26.57^\circ \). So, \( v_o(t) = 10^3\sqrt{5}e^{-10^3t}u(t) \cos(2 \times 10^3 t + 26.57^\circ) \) V.

**H(s) and the Frequency Response**

In the study of filters we are interested in the response to an ac input of the type

\[ x_i(t) = X_{im} \cos(\omega t + \theta_i) \]

where \( X_{im} \) is the amplitude, \( \omega \) the angular frequency, and \( \theta_i \) the phase angle. In general, the complete response \( x_o(t) \) of Eq. (3.2) consists of two components, namely, a transient component functionally similar to the natural response, and a steady-state component having the same frequency as the input, but differing in amplitude and phase. If all poles are in the LHP, the transient component will die out, leaving only the steady-state component,

\[ x_o(t) = X_{om} \cos(\omega t + \theta_o) \]

This is illustrated in Fig. 3.4. Since we are narrowing our scope to this component alone, we wonder whether we can simplify our math, bypassing the general Laplace approach of Eq. (3.2). Such a simplification is possible, and it merely requires that we compute \( H(s) \) on the imaginary axis. We do this by letting \( s \rightarrow j\omega \) (or \( s \rightarrow j2\pi f \) when working with the cyclical frequency \( f \) in hertz). Then, the output parameters are found as

\[
X_{om} = |H(j\omega)| \times X_{im} \quad \text{(3.7a)}
\]

\[
\theta_o = \angle H(j\omega) + \theta_i \quad \text{(3.7b)}
\]

**EXAMPLE 3.3.** Find the steady-state response of the circuit of Example 3.1 to the signal \( v_i(t) = 10 \cos(10^3 t + 45^\circ) \) V.

**Solution.** Letting \( s \rightarrow j10^3 \ \text{rad/s} \) in Example 3.1 we get \( H(j10^3) = j1/(2j + j1) = j/\sqrt{5}/63.43^\circ \) V/V. So \( V_{om} = 10/\sqrt{5} \), \( \theta_o = 63.43^\circ + 45^\circ = 108.43^\circ \), and \( v_o(t) = 10 \cos(10^3 t + 108.43^\circ) \) V.

There are various viewpoints we can take in regard to \( H(j\omega) \). Presented with the circuit diagram of a filter, we may wish to find \( H(s) \) analytically, and then plot \( |H(j\omega)| \) and \( \angle H(j\omega) \) versus \( \omega \) (or \( f \)) for a visual display of the frequency response. These plots, referred to as Bode plots, can be generated by hand or via PSpice.

Conversely, given \( H(j\omega) \), we may want to let \( j\omega \rightarrow s \) to obtain \( H(s) \), find its roots, and construct the pole-zero plot.
Alternatively, \( H(j\omega) \) may be given to us, either analytically or in graphical form or in terms of filter specifications, and we may be asked to design a circuit realizing this function. The idealized brick-wall responses of Fig. 3.1 cannot be achieved in practice but can be approximated via rational functions of \( s \). The degree \( n \) of \( D(s) \) determines the order of the filter (first-order, second-order, etc.). As a general rule, the higher \( n \), the greater the flexibility in the choice of the polynomial coefficients best suited to a given frequency-response profile. However, circuit complexity increases with \( n \), indicating a trade-off between how close to ideal we want to be and the price we are willing to pay.

Another viewpoint is one in which a filter is given to us in black-box form and we are asked to find \( H(j\omega) \) experimentally. By Eq. (3.7), the magnitude and phase are \( |H(j\omega)| = X_{in}/X_{out} \) and \( \angle H(j\omega) = \theta_n - \theta_i \). To find \( H(j\omega) \) experimentally, we apply an ac input and measure the amplitude and phase of the output relative to the input at different frequencies. We then plot measured data versus frequency point-by-point and obtain the experimental profiles of \( |H(j\omega)| \) and \( \angle H(j\omega) \). If desired, measured data can be processed with suitable curve-fitting algorithms to obtain an analytical expression for \( H(j\omega) \) in terms of its critical frequencies. In the case of voltage signals, the measurements are easily done with a dual-trace oscilloscope. To simplify the calculations, it is convenient to set \( V_{in} = 1 \) V, and to adjust the trigger so that \( \theta_i = 0 \). Then we have \( |H(j\omega)| = V_{out} \) and \( \angle H(j\omega) = \theta_n \).

**Bode Plots**

The magnitude and frequency range of a filter can be quite wide. For instance, in audio filters the frequency range is typically from 20 Hz to 20 kHz, which represents a 1000:1 range. In order to visualize small as well as large details with the same degree of clarity, \( |H| \) and \( \angle H \) are plotted on logarithmic and semilogarithmic scales, respectively. That is, frequency intervals are expressed in decades \((\ldots, 0.01, 0.1, 1, 10, 100, \ldots)\) or in octaves \((\ldots, 1/4, 1/2, 1, 2, 4, 8, \ldots)\), and \( |H| \) is expressed in decibels (dB) as

\[
|H|_{dB} = 20 \log_{10} |H| \tag{3.12}
\]

The Bode plots are plots of decibels and degrees versus decades (or octaves). Another advantage of these plots is that the following useful properties hold:

\[
|H_1 \times H_2|_{dB} = |H_1|_{dB} + |H_2|_{dB} \tag{3.13a}
\]

\[
|H_1/H_2|_{dB} = |H_1|_{dB} - |H_2|_{dB} \tag{3.13b}
\]

\[
|1/H_1|_{dB} = -|H|_{dB} \tag{3.13c}
\]

To speed up the hand generation of these plots, it is often convenient to effect asymptotic approximations. To this end, the following properties are useful:

\[
H \approx H_r \quad \text{if } |H_r| \gg |H_i| \tag{3.14a}
\]

\[
H \approx jH_i \quad \text{if } |H_i| \gg |H_r| \tag{3.14b}
\]

Keep Eqs. (3.13) and (3.14) in mind because we shall use them frequently.

**FIRST-ORDER ACTIVE FILTERS**

The simplest active filters are obtained from the basic op amp configurations by using a capacitance as one of its external components. Since \( Z_C = 1/j\omega C \), the result is a gain with frequency-dependent magnitude and phase. As you study filters, it is important that you try justifying your mathematical findings using physical insight. In this respect, a most valuable tool is asymptotic verification, which is based on the following properties:

\[
\lim_{\omega \to 0} Z_C = \infty \tag{3.15a}
\]

\[
\lim_{\omega \to \infty} Z_C = 0 \tag{3.15b}
\]

In words, at low frequencies a capacitance tends to behave as an open circuit compared with the surrounding elements, and at high frequencies it tends to behave as a short circuit.

**The Differentiator**

In the inverting configuration of Fig. 3.5a we have \( V_o = (-R/Z_C)V_i = -RCsV_i \)

By a well-known Laplace-transform property, multiplication by \( s \) in the frequency domain is equivalent to differentiation in the time domain. This confirms the designation differentiator for the circuit. Solving for the ratio \( V_o/V_i \) gives

\[
H(s) = -RCs \tag{3.16}
\]

indicating a zero at the origin.

Letting \( s \to j\omega \) and introducing the scaling frequency

\[
\omega_0 = \frac{1}{RC} \tag{3.17}
\]

we can express \( H(j\omega) \) in the normalized form

\[
H(j\omega) = -j\omega/\omega_0 = (j\omega/\omega_0) /-90^\circ \tag{3.18}
\]

\[
|H|_{dB} = -20 \log_{10} |H|_{dB} = 20 \log_{10} \left| \frac{V_o}{V_i} \right| = -20 \log_{10} \left| \frac{V_o}{V_i} \right| \tag{3.19}
\]

\[
\omega_0 (\text{rad/sec}) \quad \text{vs} \quad \omega (\text{rad/sec}) \quad \text{b}
\]

\[
\omega (\text{deg/sec}) \quad \text{vs} \quad \theta (\text{deg}) \quad \text{a}
\]

\[
\text{FIGURE 3.5}
\]

The differentiator and its magnitude Bode plot.
Considering that \(|H|_{\text{dB}} = 20 \log_{10}(\omega/\omega_0)\), the plot of \(|H|_{\text{dB}}\) versus \(\log_{10}(\omega/\omega_0)\) is a straight line of the type \(y = 20x\). As shown in Fig. 3.5b, its slope is 20 dB/dec, indicating that for every decade increase (or decrease) in frequency, magnitude increases (or decreases) by 20 dB. Equation (3.18) indicates that the circuit introduces a 90° phase lag, and amplifies in proportion to frequency. Physically, we observe that at low frequencies, where \(|Z_C| > R\), the circuit provides attenuation (negative decibels); at high frequencies, where \(|Z_C| < R\), it provides magnification (positive decibels); at \(\omega = \omega_0\), where \(|Z_C| = R\), it provides unity gain (0 dB). Consequently, \(\omega_0\) is called the unity-gain frequency.

Integrators

Also called Miller integrator because the capacitor is in the feedback path, the circuit of Fig. 3.6a gives \(V_o = (-Z_C/R)V_i = -(1/RC)sV_i\). The fact that division by \(s\) in the frequency domain corresponds to integration in the time domain confirms the designation integrator. Its transfer function

\[
H(s) = \frac{-1}{RCs}
\]  

has a pole at the origin. Letting \(s \to j\omega\), we can write

\[
H(j\omega) = -\frac{1}{j\omega/\omega_0} = \frac{1}{\omega/\omega_0} / + 90°
\]  

where \(\omega_0 = 1/RC\), as in Eq. (3.17). Observing that the transfer function is the reciprocal of that of the differentiator, we can apply Eq. (3.13c) and construct the integrator magnitude plot simply by reflecting that of the differentiator about the 0-dB axis. The result, shown in Fig. 3.6b, is a straight line with a slope of −20 dB/dec and with \(\omega_0\) as the unity-gain frequency. Moreover, the circuit introduces a 90° phase lead.

Because of the extremely high gain at low frequencies, where \(|Z_C| > R\), a practical integrator circuit is seldom used alone as it tends to saturate. As mentioned in Chapter 1, an integrator is usually placed inside a control loop designed to keep the op amp within the linear region. We shall see examples when studying state-variable and biquad filters in Section 3.7, and sine wave oscillators in Section 10.1.

Due to the negative sign in Eq. (3.19), the Miller integrator is also said to be an inverting integrator. The circuit of Fig. 3.7, called the Deboo integrator, for its inventor, uses a Howland current pump with a capacitance as load to achieve noninverting integration. As we know, the pump forces a current \(I = V_i/R\) into the capacitance, resulting in a noninverting-input voltage \(V_p = (1/s2C)I = V_i/2sRC\). The op amp then amplifies this voltage to give \(V_o = (1 + R/R) V_p = V_i/sRC\), so

\[
H(s) = \frac{-1}{RCs}
\]  

The magnitude plot is the same as for the inverting integrator. However, the phase angle is now −90°, rather than +90°.

It is instructive to investigate the circuit from the more general viewpoint of Fig. 3.8a, where we identify two blocks: the RC network shown at the bottom, and the rest of the circuit forming a negative resistance converter. The converter provides a variable resistance \(-R(R/kR) = R/(1-k)\), so the net resistance seen by \(C\) is \(R/(1-k)\), indicating the pole

\[
p = -\frac{1-k}{RC}
\]  

(3.22)
EXAMPLE 3.6. Design a 40-dB gain, RIAA phono amplifier.

Solution. The RIAA curve must be shifted upward by 40 dB, so the gain below \( f_1 \) must be 40 + 20 = 60 dB = 10^3 V/V. Thus, \((R_2 + R_3)/R_1 \approx 10^3\). The expressions for \( f_1 \) through \( f_3 \) provide three equations in four unknowns. Fix one, say, let \( C_2 = 10 \) nF. Then, Eq. (3.33) gives \( R_2 = 1/(2\pi \times 50 \times 10 \times 10^{-9}) = 318 \) kΩ (use 316 kΩ). We also have \( 1/R_2 + 1/R_3 = 2\pi f_1(C_2 + C_3) \) and \( 1/R_1 = 2\pi f_1 C_3 \). Eliminating \( 1/R_1 \) gives \( C_3 = 2.77 \) nF (use 2.7 nF). Back substituting gives \( R_3 = 27.7 \) kΩ (use 28.0 kΩ). Finally, \( R_1 = (316 + 28)/10^3 = 344 \) Q (use 400 Q)

Thus, \( R_1 = 340 \) Q, \( R_2 = 316 \) kΩ, \( R_3 = 28.0 \) kΩ, \( C_1 = 33 \) nF, and \( C_2 = 10 \) nF, and \( C_3 = 2.7 \) nF.

Tape Preamplifier

A tape preamplifier must provide gain as well as amplitude and phase equalizations, for the signal from a tape head. The response is governed by the standard NAB (National Association of Broadcasters) curve of Fig. 3.14a. A circuit to approximate this response is shown in Fig. 3.14b. As long as \(|Z_{C_1}| \ll R_1\), we have (see Problem 3.18)

\[
H(jf) \approx 1 + \frac{R_3 + 1 + jf/f_1}{R_1 + jf/f_2} \quad (3.34)
\]

\[
f_1 = \frac{1}{2\pi R_2 C_2} \quad f_2 = \frac{1}{2\pi (R_2 + R_3)C_2} \quad (3.35)
\]

Active Tone Control

The most common form of tone control is bass and treble control, which allows the independent adjustment of gain over the lower (bass) and higher (treble) portions of the audio range.
EXAMPLE 3.7. Design a bass/treble control with $f_B = 30$ Hz, $f_T = 10$ kHz, and ±20 dB maximum boost/cut at both ends.

Solution. Since 20 dB corresponds to $10 \text{ V/V}$, we must have

$$\frac{R_4}{R_1 + R_3 + 2R_2} \leq A_T \leq \frac{R_1 + R_3 + 2R_2}{R_4}$$

(3.37a)

and the frequency $f_T$ below which the treble control gradually ceases to affect the response is approximately

$$f_T = \frac{1}{2\pi R_3 C_2}$$

(3.37b)

Graphic Equalizers

The function of a graphic equalizer is to provide boost and cut control not just at the bass and treble extremes, but also within intermediate frequency bands. Equalizers are implemented with arrays of narrow-band filters whose individual responses are adjusted by vertical slide pots arranged side by side to provide a graphic visualization of the equalized response (hence the name).

Figure 3.16 shows a familiar realization of one of the equalizer sections. The circuit is designed so that over a specified frequency band, $C_1$ acts as an open circuit

$$f_B = \frac{1}{2\pi R_2 C_1}$$

(3.38b)
The natural response is then

\[ v_O(t) = v_O(0) e^{-t(1-k)/RC} u(t) \]  \hfill (3.23)

We identify three important cases: (a) For \( k < 1 \), positive resistance prevails, indicating a negative pole and an exponentially decaying response. The decay is due to dissipation of the energy stored in the capacitance by the net resistance. (b) For \( k = 1 \), the energy supplied by the negative resistance balances the energy dissipated by the positive resistance, yielding a constant response. The net resistance is now infinite, and the pole is right at the origin. (c) For \( k > 1 \), the negative resistance supplies more energy than the positive resistance can dissipate, causing an exponential buildup. Negative resistance prevails, the pole is now in the right half plane, and the response diverges. Figure 3.8b shows the root locus as \( k \) is increased.

**Low-Pass Filter with Gain**

Placing a resistor in parallel with the feedback capacitor, as in Fig. 3.9a, turns the integrator into a low-pass filter with gain. Letting

\[ I/Z_c = I_{IRz} + 1/(llsC) = (RzCs + 1)IRz g \]

yields

\[ H(s) = -Z_c IRt or H(s) = \frac{-R_z}{R_z CS + 1} \]

indicating a real pole at \( s = -I R_2C \). Letting \( s = jw \), we can express \( H(s) \) in the normalized form

\[ H(jw) = H_0 \frac{1}{1 + jw/\omega_0} \]

(3.25a)

\[ H_0 = \frac{R_z}{R_1} \quad \omega_0 = \frac{1}{R_2C} \]  \hfill (3.25b)

Physically, the circuit works as follows. At sufficiently low frequencies, where \( |Z_c| >> R_2 \), we can ignore \( Z_c \) compared with \( R_2 \) and thus regard the circuit as an inverting amplifier with gain \( H = -R_2/R_1 = H_0 \). For obvious reasons, \( H_0 \) is called the dc gain. As shown in Fig. 3.9b, the low-frequency asymptote of the magnitude Bode plot is a horizontal line positioned at \( |H_0|dB \).

---

At sufficiently high frequencies, where \( |Z_C| \ll R_2 \), we can ignore \( R_2 \) compared with \( Z_C \) and thus regard the circuit as an integrator. As we know, its high-frequency asymptote is a line with a slope of \(-20 \text{ dB/dec}\) and passing through the unity-gain frequency \( \omega_1 = 1/R_1C \). Since the circuit approximates integrator behavior over only a limited frequency range, it is also called a *lossy integrator*.

The borderline between amplifier and integrator behavior occurs at the frequency that makes \( |Z_C| = R_2 \), or \( 1/\omega C = R_2 \). Clearly, this is the frequency \( \omega_1 \) of Eq. (3.25b). For \( \omega = \omega_1 \), Eq. (3.25a) predicts \( |H| = |H_0/(1+j)| = |H_0|/\sqrt{2} \), or, equivalently, \( |H|_{dB} = \omega_1 |H|_{dB} - 3 \text{ dB} \). Hence, \( \omega_1 \) is called the -3 dB frequency.

The magnitude profile indicates that this is a low-pass filter with \( H_0 \) as dc gain and with \( \omega_1 \) as cutoff frequency. Signals with \( \omega < \omega_1 \) are passed with gain close to \( H_0 \), but signals with \( \omega > \omega_1 \) are progressively attenuated, or cut. For every decade increase in \( \omega \), \( |H| \) decreases by 20 dB. Clearly, this is only a crude approximation to the brick-wall profile of Fig. 3.1b.

**EXAMPLE 3.4**. (a) In the circuit of Fig. 3.9a, specify suitable components to achieve a \(-3\text{ dB}\) frequency of 1 kHz with a dc gain of 20 dB and an input resistance of at least 10 k\Omega . (b) At what frequency does gain drop to 0 dB? What is the phase there?

**Solution.**

(a) Since 20 dB corresponds to \( 10^{20/20} = 10 \text{ V/V} \), we need \( R_1 = 10 R_1 \). To ensure \( R_i > 10 \text{ k}\Omega \), try \( R_1 = 20 \text{ k}\Omega \). Then, \( R_2 = 200 \text{ k}\Omega \), and \( C = 1/\omega_0 R_2 = 1/(2\pi x 10^3 x 200 x 10^3) = 0.796 \text{ nF} \). Use \( C = 1 \text{ nF} \), which is a more readily available value. Then, scale the resistances as \( R_2 = 200 x 0.796 = 158 \text{ k}\Omega \) and \( R_1 = 15.8 \text{ k}\Omega \), both 1%.

(b) Imposing \( |H| = 10^{\sqrt{1^2} + (j/10)^2} = 1 \) and solving yields \( f = 10^{\sqrt{1^2 - 1}} = 9.950 \text{ kHz} \). Moreover, \( \angle H = 180^\circ - \tan^{-1} 9950/10^3 = 95.7^\circ \).

**High-Pass Filter with Gain**

Placing a capacitor in series with the input resistor as in Fig. 3.10a turns the differentiator into a high-pass filter with gain. Letting \( Z_1 = R_1 + 1/sC = (R_1Cs + 1)/sC \) and \( H(s) = -R_2/Z_1 \) gives

\[ H(s) = \frac{-R_z}{R_z CS + 1} \]  \hfill (3.26)
indicating a zero at the origin and a real pole at \( s = -1/R_1C \). Letting \( s \rightarrow j\omega \), we can express \( H(s) \) in the normalized form

\[
H(j\omega) = H_0 \frac{j\omega/\omega_0}{1 + j\omega/\omega_0} \quad \text{(3.27a)}
\]

\[
H_0 = -\frac{R_2}{R_1} \quad \omega_0 = \frac{1}{R_1C} \quad \text{(3.27b)}
\]

where \( H_0 \) is called the high-frequency gain and \( \omega_0 \) is again the \(-3\)-dB frequency. As shown in Fig. 3.10b, which you are encouraged to justify asymptotically, the circuit is a high-pass filter.

**Wideband Band-Pass Filter**

The last two circuits can be merged as in Fig. 3.11a to give a band-pass response. Letting \( Z_1 = (R_1C_1 + 1)/C_1 \) and \( Z_2 = R_2/(R_2C_2 + 1) \), we get \( H(s) = -Z_2/Z_1 \), or

\[
H(s) = -\frac{R_2}{R_1} \frac{1}{1 + j\omega/\omega_L} \quad \text{(3.28)}
\]

indicating a zero at the origin and two real poles at \(-1/R_1C_1\) and \(-1/R_2C_2\). Though this is a second-order filter, we have chosen to discuss it here to demonstrate the use of lower-order building blocks to synthesize higher-order filters. Letting \( s \rightarrow j\omega \) yields

\[
H(j\omega) = \frac{H_0}{1 + j\omega/\omega_L} \quad \text{(3.29a)}
\]

\[
H_0 = -\frac{R_2}{R_1} \quad \omega_L = \frac{1}{R_1C_1} \quad \omega_H = \frac{1}{R_2C_2} \quad \text{(3.29b)}
\]

where \( H_0 \) is called the mid-frequency gain. The filter is useful with \( \omega_L \ll \omega_H \), in which case \( \omega_L \) and \( \omega_H \) are called the low and high \(-3\)-dB frequencies. This circuit is used especially in audio applications, where it is desired to amplify signals within the audio range while blocking out subaudio components, such as dc, as well as noise above the audio range.

**Phase Shifters**

In Fig. 3.12a the noninverting-input voltage \( V_p \) is related to \( V_i \) by the low-pass function as \( V_p = V_i/(RCs + 1) \). Moreover, \( V_o = -(R_2/R_1)V_i + (1 + R_2/R_1)V_p = 2V_p - V_i \). Eliminating \( V_p \) yields

\[
H(s) = \frac{-RCs + 1}{RCs + 1} \quad \text{(3.30)}
\]

indicating a zero at \( s = 1/RC \) and a pole at \( s = -1/RC \). Letting \( s \rightarrow j\omega \) yields

\[
H(j\omega) = \frac{1 - j\omega/\omega_L}{1 + j\omega/\omega_L} = 1/\left(2\tan^{-1}(\omega/\omega_L)\right) \quad \text{(3.31)}
\]

With a gain of 1 V/V, this circuit passes all signals without altering their amplitude. However, as shown in Fig. 3.12b, it introduces a variable phase lag from 0° to \(-180°\), with a value of \(-90°\) at \( \omega = \omega_L \). Can you justify using physical insight?

**Audio Filter Applications**

Audio signal processing provides a multitude of uses for active filters. Common functions required in high-quality audio systems are equalized preamplifiers, active tone control, and graphic equalizers. Equalized preamplifiers are used to compensate for the varying levels at which different parts of the audio spectrum are recorded commercially. Tone control and graphic equalization refer to response adjustments.
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individual outputs with the input in a \((n - 1)\) ratio. This is done with an ordinary summing amplifier, as in Fig. 3.17. Common choices for the resistances of each section are \(R_3 = 10 \text{k}\Omega, R_2 = 100 \text{k}\Omega, \) and \(R_1 = 1 \text{M}\Omega.\) The capacitances are calculated using Eqs. (3.38) and (3.39a). An equalizer having one section for each octave of the audio spectrum is aptly called an octave equalizer.

3.4 STANDARD SECOND-ORDER RESPONSES

Second-order filters are important in their own right and are building blocks of higher-order filters as well, so we investigate their responses in detail before turning to actual circuits.

Looking back at the low-pass, high-pass, and all-pass responses of Section 3.2, we observe that they have the same denominator \(D(j\omega) = 1 + j\omega/\omega_0\) and that it is the numerator \(N(j\omega)\) that determines the type of response. With \(N(j\omega) = 1\) we get the low-pass, with \(N(j\omega) = j\omega/\omega_0\) the high-pass, and with \(N(j\omega) = 1 - j\omega/\omega_0\) the all-pass response. Moreover, the presence of a scaling factor \(H_0\) does not change the response type; it only shifts its magnitude plot up or down, depending on whether \(|H_0| > 1\) or \(|H_0| < 1.\)

Similar considerations hold for second-order responses. However, since the degree of the denominator is now 2, we have an additional filter parameter besides \(\omega_0.\) All second-order functions can be put in the standard form

\[H(s) = \frac{N(s)}{(s/\omega_0)^2 + 2\zeta (s/\omega_0) + 1}\]

\(\omega_0\) is a polynomial in \(s\) of degree \(m \leq 2, \omega_0\) is called the undamped natural frequency, in radians per second; and \(\zeta\) is a dimensionless parameter called the damping ratio. This function has two poles, \(p_{1,2} = (-\zeta \pm \sqrt{\zeta^2 - 1})\omega_0,\) whose location in the \(s\) plane is controlled by \(\zeta\) as follows:

1. For \(\zeta > 1,\) the poles are real and negative. The natural response consists of two decaying exponentials and is said to be overdamped.
2. For \(0 < \zeta < 1,\) the poles are complex conjugate and can be expressed as

\[p_{1,2} = -\zeta \omega_0 \pm j\omega_0 \sqrt{1 - \zeta^2}\]

These poles lie in the left half plane, and the natural response, now called underdamped, is the damped sinusoid \(x_d(t) = 2Ae^{-\zeta \omega_0 t} \cos(\omega_d t + \varphi),\) where \(A\) is the residue at the upper pole.
3. For \(\zeta = 0,\) Eq. (3.41) yields \(p_{1,2} = \pm j\omega_0,\) indicating that the poles lie right on the imaginary axis. The natural response is a sustained, or undamped, sinusoid with frequency \(\omega_0;\) hence the name for \(\omega_0.\)
4. For \(\zeta < 0,\) the poles lie in the right half plane, thus causing a diverging response because the exponent in the term \(e^{-\zeta \omega_0 t}\) is now positive. Filters must have \(\zeta > 0\) in order to be stable.

The system of trajectories described by the roots as a function of \(\zeta\) is the root locus depicted in Fig. 3.18. Note that for \(\zeta = 1\) the poles are real and coincident.

Letting \(s \rightarrow j\omega\) yields the frequency response, which we shall express in terms of the alternative dimensionless parameter \(Q\) as

\[H(j\omega) = \frac{N(j\omega)}{1 - (\omega/\omega_0)^2 + (j\omega/\omega_0)/Q}\]

\[Q = \frac{1}{2\zeta}\]

The meaning of \(Q\) will become clear as we proceed.

The Low-Pass Response \(HLP\)

All second-order low-pass functions can be put in the standard form \(H(j\omega) = H_0LPHLP(j\omega),\) where \(H_0LP\) is a suitable constant referred to as the dc gain, and

\[HLP(j\omega) = \frac{1}{1 - (\omega/\omega_0)^2 + (j\omega/\omega_0)/Q}\]
The standard form of all second-order high-pass functions is
\[ H(j\omega) = \frac{H_{HP}(j\omega)}{H_{LP}(j\omega)} \]
where \( H_{HP} \) is called the high-frequency gain.

The high-pass response \( H_{HP} \)
transition from one asymptote to the other is very gradual, while for high \( Q \)s there is a range of frequencies in the vicinity of \( \omega/\omega_0 = 1 \) where \( |H_{LP}| > 1 \), a phenomenon referred to as peaking.

One can prove that the largest \( Q \) before the onset of peaking is \( Q = 1/\sqrt{2} = 0.707 \). The corresponding curve is said to be maximally flat and is also referred to as the Butterworth response. This curve is the closest to the brick-wall model, hence its widespread use. By Eq. (3.45c), \( |H_{LP}|_{\text{dB}} = (1/\sqrt{2})_{\text{dB}} = -3 \text{ dB} \). The meaning of \( \omega_0 \) for the Butterworth response is the same as for the first-order case, that is, \( \omega_0 \) represents the -3-dB frequency, also called the cutoff frequency.

It can be proven that in the case of peaked responses, or \( Q > 1/\sqrt{2} \), the frequency at which \( |H_{LP}| \) is maximized and the corresponding maximum are
\[ \omega/\omega_0 = \sqrt{1 - 1/4Q^2} \quad \text{(3.46a)} \]
\[ |H_{LP}|_{\text{max}} = \frac{Q}{\sqrt{1 - 1/4Q^2}} \quad \text{(3.46b)} \]
For sufficiently large \( Q \)s, say, \( Q > 5 \), we have \( \omega/\omega_0 \approx 1 \) and \( |H_{LP}|_{\text{max}} \approx Q \). Of course, in the absence of peaking, or \( Q < 1/\sqrt{2} \), the maximum is reached at \( \omega/\omega_0 = 0 \), that is, at dc. Peaked responses are useful in the cascade synthesis of higher-order filters, to be covered in Chapter 4.

The High-Pass Response \( H_{HP} \)
The standard form of all second-order high-pass functions is \( H(j\omega) = H_{0HP}H_{HP} \)
\( (j\omega) \), where \( H_{HP} \) is called the high-frequency gain, and
\[ H_{HP}(j\omega) = \frac{-(\omega/\omega_0)^2}{1 - (\omega^2/\omega_0^2 + j(\omega/\omega_0)/Q} \quad \text{(3.47)} \]
(Note that the negative sign in the numerator is part of the definition.) Letting \( j\omega \to s \) reveals that \( H(s) \), besides the pole pair, has a double zero at the origin. To construct
Letting \( \omega \to j\omega \) yields
\[
H(j\omega) = \frac{1}{1 - \omega^2 R_1 C_1 R_2 C_2 + j\omega(1 - K)R_1 C_1 + R_2 C_2 + R_2 C_2}
\]
Next, we put this function in the standard form \( H(j\omega) = H_{0LP} H_{LP}(j\omega) \), with \( H_{0LP}(j\omega) \) as in Eq. (3.44). To do so, we equate the coefficients pairwise. By inspection,
\[
H_{0LP} = K
\]
Letting \( \omega^2 R_1 C_1 R_2 C_2 = (\omega_0/\omega_1)^2 \) gives
\[
\omega_0 = \frac{1}{\sqrt{R_1 C_1 R_2 C_2}}
\]
indicating that \( \omega_0 \) is the geometric mean of the individual-stage frequencies \( \omega_1 = 1/R_1 C_1 \) and \( \omega_2 = 1/R_2 C_2 \). Finally, letting \( j\omega(1 - K)R_1 C_1 + R_2 C_2 + R_2 C_2 = (j\omega/\omega_0)/Q \) gives
\[
Q = \frac{1}{(1 - K)\sqrt{R_1 C_1 R_2 C_2} + \sqrt{R_1 C_2 R_2 C_1} + \sqrt{R_2 C_2 R_1 C_1}}
\]
We observe that \( K \) and \( Q \) depend on component ratios, while \( \omega_0 \) depends on component products. Because of component tolerances and op amp nonidealities, the parameters of an actual filter are likely to depart from their intended values. Our filter can be tuned as follows: (a) adjust \( R_1 \) for the desired \( \omega_0 \) (this adjustment varies also \( Q \)); (b) once \( \omega_0 \) has been tuned, adjust \( R_B \) for the desired \( Q \) (this leaves \( \omega_0 \) unchanged; however, it varies \( K \), but this is of little concern because it does not affect the frequency behavior).
Since we have five parameters \( (K, R_1, C_1, R_2, \text{and } C_2) \) but only three equations, we have the choice of fixing two so we can specify design equations for the remaining three. Two common designs are the equal-component and the unity-gain designs (other designs are discussed in the end-of-chapter problems).

**Equal-Component KRC Circuit**

Imposing \( R_1 = R_2 = R \) and \( C_1 = C_2 = C \) simplifies inventory and reduces Eq. (3.60) to

\[
H_{0LP} = K\quad \omega_0 = \frac{1}{RC}\quad Q = \frac{1}{3 - K}
\]

The design equations are then

\[
RC = 1/\omega_0\quad K = 3 - 1/Q\quad R_B = (K - 1)R_A
\]

**Example 3.8.** Using the equal-component design, specify elements for a second-order low-pass filter with \( f_0 = 1 \text{ kHz} \) and \( Q = 5 \). What is its dc gain?

**Solution.** Arbitrarily select \( C = 10 \text{ nF} \), which is an easily available value. Then, \( R = 1/\omega_0 C = 1/(2\pi \times 10^3 \times 10^{-9}) = 15.92 \text{ k\Omega} \) (use 15.8 k\Omega, 1%). Moreover, \( K = 3 - 1/Q = 2.80 \), and \( R_B/R_A = 2.80 - 1 = 1.80 \). Let \( R_A = 10.0 \text{ k\Omega} \), 1%; then, \( R_B = 17.8 \text{ k\Omega} \), 1%. The circuit, shown in Fig. 3.24a, has a dc gain of 2.78 V/V.

**Low-Pass KRC Filters**

In Fig. 3.23 the gain block is implemented with an op amp operating as a noninverting amplifier, and

\[
K = 1 + \frac{R_B}{R_A}
\]

Note that \( V_o \) is obtained from the output node of the op amp to take advantage of its low impedance. By inspection,

\[
V_o = K \left( \frac{1}{R_2 C_2 s^2 + 1} \right) V_1
\]

Summing currents at node \( V_1 \),

\[
\frac{V_1 - V_1}{R_1} + \frac{V_o - K - V_1}{R_2} + \frac{V_o - V_1}{1/C_1 s} = 0
\]

Eliminating \( V_1 \) and collecting, we get

\[
H(s) = \frac{V_o}{V_1} = \frac{K}{R_1 C_1 R_2 C_2 s^2 + [(1 - K)R_1 C_1 + R_1 C_2 + R_2 C_2] s + 1}
\]

**Figure 3.23**

Low-pass KRC filter.
Section 3.5 KRC Filters

**Example 3.9.** Modify the circuit of Example 3.8 for a dc gain of 0 dB.

**Solution.** This situation arises often enough to merit a detailed treatment. To reduce gain from an existing value $A_{\text{old}}$ to a different value $A_{\text{new}}$, apply Thévenin’s theorem and replace $R_1$ with a voltage divider $R_{1A}$ and $R_{1B}$ such that

$$A_{\text{new}} = \frac{R_{1B}}{R_{1A} + R_{1B}} A_{\text{old}}, \quad R_{1A} \parallel R_{1B} = R_1$$

where the second constraint ensures that $\omega_0$ is unaffected by the replacement. Solving, we get

$$R_{1A} = \frac{R_{1B}}{A_{\text{new}} / A_{\text{old}}}, \quad R_{1B} = \frac{R_1}{1 - A_{\text{new}} / A_{\text{old}}}$$

In our case, $A_{\text{old}} = 2.8$ V/V and $A_{\text{new}} = 1$ V/V. So, $R_{1A} = 15.92 \times 2.8/1 = 44.56 \, \text{k} \Omega$ (use 44.9 k$\Omega$, 1%) and $R_{1B} = 15.92/(1 - 1/2.8) = 24.76 \, \text{k} \Omega$ (use 24.9 k$\Omega$, 1%). The circuit is shown in Fig. 3.24b.

Unity-Gain KRC Circuit

Imposing $K = 1$ minimizes the number of components and also maximizes the bandwidth of the op amp, an issue that will be studied in Chapter 6. To simplify the math, we relabel the components as $R_2 = R$, $C_2 = C$, $R_1 = mR$, and $C_1 = nC$. Then, Eq. (3.60) reduces to

$$H_{\text{OL,P}} = \frac{1}{V/V} = \frac{1}{\sqrt{mnRC}} = \frac{\sqrt{mn}}{m + 1}$$

You can verify that for a given $n$, $Q$ is maximized when $m = 1$, that is, when the resistances are equal. With $m = 1$, Eq. (3.64) gives $n = 4Q^2$. In practice, one starts out with two easily available capacitances in a ratio $n \geq 4Q^2$; then $m$ is found as $m = k + \sqrt{k^2 - 1}$, where $k = n/2Q^2 - 1$.

**Example 3.10.** (a) Using the unity-gain option, design a low-pass filter with $f_0 = 10$ kHz and $Q = 2$. (b) Use PSpice to visualize its frequency response.

**Solution.**

(a) Arbitrarily pick $C = 1$ nF. Since $4Q^2 = 4 \times 2^2 = 16$, let $n = 20$. Then, $nC = 20 \, \text{nF}$; $k = 20/(2 \times 2^2) - 1 = 1.5$, $m = 1.5 + \sqrt{1.5^2 - 1} = 2.618$, $R = 1/(\sqrt{nm} \omega_0 C) = 1/(\sqrt{2.618 \times 20 \times 2\pi 10^3 \times 10^{-9}}) = 2.199 \, \text{k} \Omega$ (use 2.21 k$\Omega$, 1%), and $mR = 5.758 \, \text{k} \Omega$ (use 5.76 k$\Omega$, 1%). The filter is shown in Fig. 3.25.

(b) Using the node numbering shown, we write the PSpice file:

```
KRC low-pass filter: f0 = 10 kHZ, Q = 2.
V1 1 V 1
Rm 1 2 5.76k
R 2 4 2.21k
C1 3 2 3nF
C4 4 0 1nF
.wc 3 0 3 10
.ac dec 100 kHZ 100kHZ
.probe
.end
```

The frequency response is shown in Fig. 3.26.

**Example 3.11.** (a) Design a second-order low-pass Butterworth filter with a $-3$-dB frequency of 10 kHz. (b) If $v_i(t) = 10 \cos (4\pi 10^5 t - 90^\circ)$ V, find $v_o(t)$.

**Solution.**

(a) The Butterworth response, for which $Q = 1/\sqrt{2}$, is implemented with $m = 1$ and $n = 2$. Letting $C = 1$ nF, we get $nC = 2 \, \text{nF}$ and $mR = R = 11.25 \, \text{k} \Omega$ (use 11.3 k$\Omega$, 1%).

(b) Since $\omega_0 = 2$, we have $H(j\omega 10^5) = 1/11 - 2^2 + j2/(1/\sqrt{2}) = 1/(\sqrt{17})$ dB. 36.69° V/V. So, $\omega_m = 10/\sqrt{17} = 2.426 \, \text{V}$. $\theta_m = 136.69^\circ - 90^\circ = 46.69^\circ$, and $v_o(t) = 2.426 \, \text{cos} (4\pi 10^5 t + 46.69^\circ)$ V.

The advantages of the unity-gain design are offset by a quadratic increase of the capacitance spread $n$ with $Q$. Moreover, the circuit does not enjoy the tuning advantages of the equal-component design because the adjustments of $\omega_0$ and $Q$ interfere with each other, as revealed by Eq. (3.64). On the other hand, at high $Q$s the equal-component design becomes too sensitive to the tolerances of $R_B$ and $R_A$.
the magnitude plot we can again use asymptotic approximations; however, the procedure can be speeded up considerably by noting that the function $H_{BP}(j\omega/\omega_0)$ can be obtained from $H_{LP}(j\omega/\omega_0)$ by the substitution of $(j\omega/\omega_0) \rightarrow 1/(j\omega/\omega_0)$. As shown in Fig. 3.19b; the magnitude plot of $H_{BP}$ is thus the mirror image of that of $H_{LP}$. Equation (3.46) still holds, provided we replace $\omega/\omega_0$ with $\omega_0/\omega$.

The Band-Pass Response $H_{BP}$

The standard form of all second-order band-pass functions is $H(j\omega) = H_{OBP}H_{BP}(j\omega)$, where $H_{OBP}$ is the called the resonance gain, and

$$H_{BP}(j\omega) = \frac{(j\omega/\omega_0)/Q}{1 - (\omega/\omega_0)^2 + (j\omega/\omega_0)/Q}$$  \hspace{1cm} (3.48)

(Note that $Q$ in the numerator is part of the definition.) Besides the pole pair, this function has a zero at the origin. To construct the magnitude plot we use asymptotic approximations.

1. For $\omega/\omega_0 \ll 1$, we can ignore the second and third denominator terms and write $H_{BP} \rightarrow (j\omega/\omega_0)/Q$. The low-frequency asymptote is thus $|H_{BP}|_{\text{dB}} = 20\log_{10}(\omega_0/\omega_0)/Q$, or

$$|H_{BP}|_{\text{dB}} = 20\log_{10}(\omega/\omega_0) - Q_{\text{dB}} \quad (\omega/\omega_0 \ll 1)$$  \hspace{1cm} (3.49a)

This equation is of the type $y = 20x - Q_{\text{dB}}$, indicating a straight line with a slope of $+20$ dB/dec, but shifted by $-Q_{\text{dB}}$ with respect to the 0-dB axis at $\omega/\omega_0 = 1$.

2. For $\omega/\omega_0 \gg 1$, the second term dominates in the denominator, so $H_{BP} \rightarrow -1/(\omega/\omega_0)Q$. The high-frequency asymptote is thus

$$|H_{BP}|_{\text{dB}} = -20\log_{10}(\omega/\omega_0) - Q_{\text{dB}} \quad (\omega/\omega_0 \gg 1)$$  \hspace{1cm} (3.49b)

This is a straight line with the same amount of downshift as before, but with a slope of $-20$ dB/dec.

3. For $\omega/\omega_0 = 1$, we get $H_{BP} = 0$, or

$$|H_{BP}|_{\text{dB}} = 0 \quad (\omega/\omega_0 = 1)$$  \hspace{1cm} (3.49c)

One can prove that $|H_{BP}|$ peaks at $\omega/\omega_0 = 1$ regardless of $Q$, this being the reason why $\omega_0$ is called the peak, or resonance, frequency.

Magnitude is plotted in Fig. 3.20a for different $Q$s. All curves peak at 0 dB. Those corresponding to low $Q$s are broad, but those corresponding to high $Q$s are narrow, indicating a higher degree of selectivity. In the vicinity of $\omega/\omega_0 = 1$ the high-selectivity curves are much steeper than $\pm20$ dB/dec, though away from resonance they roll off at the same ultimate rate of $\pm20$ dB/dec.

To express selectivity quantitatively, we introduce the bandwidth

$$BW = \omega_H - \omega_L$$  \hspace{1cm} (3.50)

where $\omega_L$ and $\omega_H$ are the $-3$-dB frequencies, that is, the frequencies at which the response is 3 dB below its maximum, as depicted in Fig. 3.20b. One can prove that

$$Q = \omega_0BW$$  \hspace{1cm} (3.53)

that is, $Q$ is the selectivity. We now have a more concrete interpretation for this parameter.

The Notch Response $H_N$

The most common form for the notch function is $H(j\omega) = H_{OBP}H_N(j\omega)$, where $H_{OBP}$ is an appropriate gain constant, and

$$H_N(j\omega) = \frac{1 - (\omega/\omega_0)^2}{1 - (\omega/\omega_0)^2 + (j\omega/\omega_0)/Q}$$  \hspace{1cm} (3.54)

(In Section 3.7 we shall see that other notch functions are possible, in which $\omega_0$ in the numerator has not necessarily the same value as $\omega_0$ in the denominator.) Letting $j\omega \rightarrow s$ reveals that $H(s)$, besides the pole pair, has a zero pair on the imaginary
FIGURE 3.21
Standard second-order responses for different values of $Q$: (a) notch and (b) all-pass.

axis, or $z_{1,2} = \pm j\omega_0$. We observe that at sufficiently low and high frequencies, $H_N \rightarrow 1$. However, for $\omega/\omega_0 = 1$ we get $H_N \rightarrow 0$, or $|H_N|_{dB} \rightarrow -\infty$. The notch response is shown in Fig. 3.21a, where we note that the higher the $Q$, the narrower the notch. For obvious reasons, $\omega_0$ is called the notch frequency. In a practical circuit, due to component nonidealities, an infinitely deep notch is unrealizable.

It is interesting to note that

$$H_N = H_{LP} + H_{HP} = 1 - H_{BP}$$

indicating alternative ways of synthesizing the notch response once the other responses are available.

The All-Pass Response $H_{AP}$

Its general form is $H(j\omega) = H_{OAP}H_{AP}(j\omega)$, where $H_{OAP}$ is the usual gain term, and

$$H_{AP}(j\omega) = \frac{1 - (\omega/\omega_0)^2 - (j\omega/\omega_0)/Q}{1 - (\omega/\omega_0)^2 + (j\omega/\omega_0)/Q}$$

This function has two poles and two zeros. For $Q > 0.5$, the zeros and poles are complex and are symmetrical about the $j\omega$ axis. Since $N(j\omega) = D(j\omega)$, we have $|H_{AP}| = 1$, or $|H_{AP}|_{dB} = 0$ dB, regardless of frequency. The argument is

$$\angle H_{AP} = -2 \tan^{-1} \frac{(\omega/\omega_0)/Q}{1 - (\omega/\omega_0)^2} \quad \text{for} \quad \omega/\omega_0 < 1$$

$$\angle H_{AP} = -360^\circ - 2 \tan^{-1} \frac{(\omega/\omega_0)/Q}{1 - (\omega/\omega_0)^2} \quad \text{for} \quad \omega/\omega_0 > 1$$

indicating that as $\omega/\omega_0$ is swept from 0 to $\infty$, the argument changes from 0°, through $-180^\circ$, to $-360^\circ$. This is shown in Fig. 3.21b. The all-pass function can also be synthesized as

$$H_{AP} = H_{LP} - H_{BP} + H_{HP} = 1 - 2H_{BP}$$

Filter Measurements

Because of component tolerances and other nonidealities, the parameters of a practical filter are likely to deviate from their design values. We thus need to measure them and, if necessary, to tune them via suitable potentiometers.

For a low-pass filter we have $H_{LP}(j\omega) = H_{AP}$ and $H_{LP}(j\omega) = -jH_{LP}Q$. To measure $\omega_0$ we look for the frequency at which the output is shifted by 90° with respect to the input, and to measure $Q$ we take the ratio $Q = |H_{LP}(j\omega_0)|/|H_{LP}|$. For a band-pass filter we have $H_{BP}(j\omega_0) = H_{AP}$, $\angle H_{BP}(j\omega) = \angle H_{BP} - 45^\circ$, and $\angle H_{BP}(j\omega) = \angle H_{BP} - 135^\circ$. Thus, $\omega_0$ is measured as the frequency at which the output is in phase with the input if $H_{BP} > 0$, or 180° out of phase if $H_{BP} < 0$. To find $Q$, we measure the frequencies $\omega_L$ and $\omega_H$ at which the output is shifted by ±45° with respect to the input. Then, $Q = \omega_0/(\omega_H - \omega_L)$. The reader can apply similar considerations to measure the parameters of the other responses.

3.5 KRC Filters

Since an R-C stage provides a first-order low-pass response, cascading two such stages as in Fig. 3.22a ought to provide a second-order response, and without using any inductances. Indeed, at low frequencies the capacitors act as open circuits, thus letting the input signal pass through with $H \rightarrow IV/V$. At high frequencies the incoming signal will be shunted to ground first by $C_1$ and then by $C_2$, thus providing a two-step attenuation; hence the designation second-order.

Since at high frequencies a single R-C stage gives $H \rightarrow 1/(j\omega/\omega_0)$, the cascade combination of two stages gives $H \rightarrow [1/(j\omega/\omega_1)] \times [1/(j\omega/\omega_2)] = -1/(\omega/\omega_0)^2$, $\omega_0 = \sqrt{\omega_1\omega_2}$, indicating an asymptotic slope of −40 dB/dec. The filter of Fig. 3.22a does meet the asymptotic criteria for a second-order low-pass response; however, it does not offer sufficient flexibility for controlling the magnitude profile in the vicinity of $\omega/\omega_0 = 1$. In fact, one can prove that this all-passive filter yields $Q < 0.5$.

If we wish to increase $Q$ above 0.5, we must bolster the magnitude response near $\omega = \omega_0$. One way to achieve this is by providing a controlled amount of positive

![Diagram of KRC Filters](image-url)
EXAMPLE 3.12. Design a second-order high-pass filter with \( f_0 = 200 \text{ Hz} \) and \( Q = 1.5 \).

Solution. To minimize the component count, choose the unity-gain option, for which \( R_A = 0 \) and \( R_B = 0 \). Letting \( C_1 = nC_2 \) and \( R_1 = mR_2 \) in Eq. (3.65) gives \( \omega_0 = \frac{1}{\sqrt{m\pi R C}} \) and \( Q = \left( \frac{\sqrt{n}}{n+1} \right) \). Letting \( C_1 = C_2 = 0.1 \mu F \), so that \( n = 1 \). Imposing \( 1.5 = \left( \frac{\sqrt{1}}{1} \right) / 2 \) gives \( m = 1/9 \), and imposing \( 2\pi 200 = 1/(\sqrt{1/9R_2} \times 10^7) \) gives \( R_2 = 23.87 \) k\( \Omega \) and \( R_1 = mR_2 = 2.653 \) k\( \Omega \). 

**Band-Pass KRC Filters**

The circuit of Fig. 3.28 consists of an R-C stage followed by a C-R stage to synthesize a band-pass block, and a gain block to provide positive feedback via \( R_3 \). This feedback is designed to bolster the response near \( \omega = 1 \). The ac analysis of the filter yields \( V_o / V_i = H_{OBP}H_{HP} \), where \( H_{OBP} \) is given in Eq. (3.48), and

\[
H_{OBP} = \frac{K}{1 + (1 - K)R_1/R_3 + (1 + C_1/C_2)R_1/R_2}, \quad \omega_0 = \frac{\sqrt{1 + R_1/R_3}}{R_1C_1R_2C_2} \tag{3.66a}
\]

\[
Q = \sqrt{1 + R_1/R_3} \left[ \frac{1 + (1 - K)R_1/R_3\sqrt{R_2C_2/R_1C_1} + \sqrt{R_1C_1/R_2C_2}}{1 + (1 - K)R_1/R_2\sqrt{R_2C_2/R_1C_1} + \sqrt{R_1C_1/R_2C_2}} \right] \tag{3.66b}
\]

We again note that one can vary \( R_1 \) to tune \( \omega_0 \) and \( R_B \) to adjust \( Q \).

**EXERCISE 3.1** Derive Eq. (3.65).
If $Q > \sqrt{2}/3$, a convenient choice is $R_1 = R_2 = R_3 = R$ and $C_1 = C_2 = C$, in which case the above expressions reduce to

$$H_{\text{BP}} = \frac{K}{4-K} \quad \omega_0 = \frac{\sqrt{2}}{RC} \quad Q = \frac{\sqrt{2}}{4-K}$$  \hspace{1cm} (3.67)

The corresponding design equations are

$$RC = \sqrt{2}/\omega_0 \quad K = 4 - \sqrt{2}/Q \quad R_B = (K-1)R_A$$  \hspace{1cm} (3.68)

**Exercise 3.2.** Derive Eqs. (3.66) through (3.68).

**Example 3.13.** (a) Design a second-order band-pass filter with $f_0 = 1 \text{ kHz}$ and $BW = 100 \text{ Hz}$. What is its resonance gain? (b) Modify the circuit for a resonance gain of 20 dB.

**Solution.**

(a) Use the equal-component option with $C_1 = C_2 = 10 \mu \text{F}$ and $R_1 = R_2 = R_3 = \sqrt{2}/(2\pi \times 10^{-3} \times 10^{-6}) = 22.5 \text{ k}\Omega$ (use 22.6 k\Omega, 1%). We need $Q = f_0/BW = 10$, so $K = 4 - \sqrt{2}/10 = 3.858$. Pick $R_A = 10.0 \text{ k}\Omega, 1\%$. Then, $R_B = (K-1)R_A = 28.58 \text{ k}\Omega$ (use 28.7 k\Omega, 1%). The resonance gain is $K/(4-K) = 27.28$ V/V.

(b) Replace $R_A$ with two resistances $R_{1A}$ and $R_{1B}$, in the manner of Example 3.9, whose values are found via Eq. (3.63) with $A_{\text{old}} = 27.28 \text{ V/V}$ and $A_{\text{new}} = 10 \times 20/20 = 10 \text{ V/V}$. This gives $R_{1A} = 6.9 \text{ k}\Omega, 1\%$, and $R_{1B} = 35.7 \text{ k}\Omega, 1\%$.

### Band Reject Filters

The circuit of Fig. 3.29 consists of a twin-$T$-network and a gain block to provide positive feedback via the top capacitance. The $T$-networks provide alternative forward paths through which $V_1$ can reach the amplifier's input: the low-frequency path $R-R$, and the high-frequency path $C-C$, indicating $H \rightarrow K$ at the frequency extremes. At intermediate frequencies, however, the two paths provide opposing phase angles, indicating a tendency of the two forward signals to cancel each other out at the amplifier's input. We thus anticipate a notch response. The AC analysis of the circuit gives $V_o/V_1 = H_{\text{NR}}H_{\text{N}}$, where $H_{\text{N}}$ is given in Eq. (3.54), and

$$H_{\text{NR}} = K \quad \omega_0 = \frac{1}{RC} \quad Q = \frac{1}{4-2K}$$  \hspace{1cm} (3.69)

**Exercise 3.3.** Derive Eq. (3.69).

**Figure 3.29** Band reject $KRC$ filter.

**Figure 3.30** Multiple-feedback band-pass filter.
Denoting resonance-gain magnitude as $H_0 = |H_{0BP}|$ for simplicity, we observe that it increases quadratically with $Q$. If we want $H_0 < 2Q^2$, we must replace $R_1$ with a voltage divider in the manner of Example 3.9. The design equations are then

$$R_{IA} = \frac{Q}{H_0\omega_0C} \quad R_{IB} = \frac{R_{IA}}{(2Q^2/H_0 - 1)}$$

**Example 3.15.** Design a multiple-feedback band-pass filter with $f_0 = 1$ kHz, $Q = 10$, and $H_0 = 20$ dB. Show the final circuit.

**Solution.** Let $C_1 = C_2 = 10$ nF. Then, $R_2 = 2 \times 10/(2\pi 10^3 \times 10^{-9}) = 318.3$ kΩ (use 316 kΩ, 1%). Since 20 dB implies $H_0 = 10$ V/V, which is less than $2Q^2 = 200$, we need an input attenuator. Thus, $R_{IA} = 10/(10 \times 2\pi 10^3 \times 10^{-9}) = 15.92$ kΩ (use 15.8 kΩ, 1%), and $R_{IB} = 15.92/(200/10 - 1) = 837.7$ Ω (use 845 Ω, 1%). The circuit is shown in Fig. 3.31.

**Low-Pass Filters**

The circuit of Fig. 3.32 consists of the low-pass stage $R_1-C_1$ followed by the integrator stage made up of $R_2$, $C_2$, and the op amp, so we anticipate a low-pass response.

Moreover, the presence of positive feedback via $R_3$ should allow for $Q$ control. The ac analysis of the circuit gives $V_o/V_i = H_{OLP}H_{LP}$, where

$$H_{OLP} = -\frac{R_3}{R_1} \quad H_{LP} = \frac{1}{\frac{\sqrt{C_1/C_2}}{R_2/R_2} + \sqrt{R_2R_3/R_3^2} + \sqrt{R_2/R_3}}$$

These expressions indicate that we can vary $R_3$ to adjust $\omega_0$, and $R_1$ to adjust $Q$.

**Exercise 3.4.** Derive Eq. (3.74).

A possible design procedure is to choose a convenient value for $C_2$ and calculate $C_1 = nC_2$, where $n$ is the capacitance spread,

$$n = \frac{1}{4Q^2(1 + H_0)}$$

$H_0$ being the desired dc-gain magnitude. The resistances are then found as

$$R_3 = \frac{1 + \sqrt{1 - 4Q^2(1 + H_0)/n}}{2\omega_0C_2} \quad R_1 = \frac{R_3}{H_0} \quad R_2 = \frac{1}{\omega_0^2 R_3C_1 C_2}$$

A disadvantage of this filter is that the higher the $Q$ and $H_0$, the greater the capacitance spread.

**Example 3.16.** Design a multiple-feedback low-pass filter with $H_0 = 2$ V/V, $f_0 = 10$ kHz, and $Q = 4$.

**Solution.** Substituting the given values yields $n \geq 192$. Let $n = 200$. Start out with $C_2 = 1$ nF. Then, $C_1 = 0.2$ μF, $R_3 = 2.387$ kΩ (use 2.37 kΩ, 1%), $R_2 = 1.194$ kΩ (use 1.18 kΩ, 1%), and $R_1 = 536.5$ Ω (use 536 Ω, 1%).

**Notch Filters**

The circuit of Fig. 3.33 exploits Eq. (3.55) to synthesize the notch response using the band-pass response. By inspection, $V_o = -(R_3/R_3)-H_{OLP}V_i - (R_3/R_4)V_i = -(R_3/R_4)[1 - (H_0R_4/R_3)H_{LP}]V_i$. It is apparent that imposing $H_0R_4/R_3 = 1$...
leads to a mutual cancellation of the \((j\omega/\omega_0)/Q\) terms in the numerator, giving \(V_0/V_i = H_{BP}H_{BP}, H_{BP} = -R_5/R_4\).

**EXAMPLE 3.17.** Design a notch filter with \(f_0 = 1\ \text{kHz}, Q = 10,\) and \(H_{BP} = 0\ \text{dB}.

**Solution.** First, implement a band-pass stage with \(f_0 = 1\ \text{kHz}, Q = 10,\) and \(H_{BP} = 1\ \text{V/ V}.

Using \(C_1 = C_2 = 10\ \text{nF},\) this requires \(R_2 = 318.3\ \text{kQ}, R_{14} = 159.2\ \text{kQ},\) and \(R_{18} = 799.8\ \Omega.\) Then, use \(R_3 = R_4 = R_5 = 10.00\ \text{kQ}.

**3.7 STATE-VARIABLE AND BIQUAD FILTERS**

The second-order filters investigated so far use a single op amp with a minimum or near-minimum number of external components. Simplicity, however, does not come without a price. Drawbacks such as wide component spreads; awkward tuning capabilities; and high sensitivity to component variations, particularly to the gain of the amplifier, generally limit these filters to \(Q \leq 10.\)

Component minimization, especially minimization of the number of op amps, was of concern when these devices were expensive. Nowadays, multiple-op-amp packages such as duals and quads are cost-competitive with precision passive components. The question then arises whether filter performance and versatility can be improved by shifting the burden from passive to active devices. The answer is provided by multiple-op-amp filters, such as the state-variable and biquad types, which, though using more components, are generally easier to tune, are less sensitive to passive component variations, and do not require extravagant component spreads. Since they provide more than one response simultaneously, they are also referred to as universal filters.

**State-Variable (SV) Filters**

The SV filter—also known as the KHN filter for inventors W. J. Kerwin, L. P. Huelsman, and R. W. Newcomb, who first reported it in 1967—uses two integrators and a summing amplifier to provide the second-order low-pass, band-pass, and high-pass responses. A fourth op amp can be used to combine the existing responses and synthesize the notch or the all-pass responses. The circuit realizes a second-order differential equation, hence its name.

In the SV version of Fig. 3.34, \(O_{A1}\) forms a linear combination of the input and the outputs of the remaining op amps. Using the superposition principle, we write

\[
V_{HP} = -\frac{R_5}{R_3} V_i - \frac{R_5}{R_4} V_{LP} + \left(1 + \frac{R_3}{R_4 \| R_1}\right) \frac{R_1}{R_1 + R_2} V_{BP}
\]

\[
= -\frac{R_5}{R_3} V_i - \frac{R_5}{R_4} V_{LP} + \frac{1 + R_5/(R_3 + R_5/R_4)}{1 + R_2/R_1} V_{BP} \quad (3.77)
\]

Since \(O_{A2}\) and \(O_{A3}\) are integrators, we have

\[
V_{BP} = \frac{-1}{R_6 C_1} V_{HP} \quad V_{LP} = \frac{-1}{R_7 C_2} V_{BP} \quad (3.78)
\]

or \(V_{LP} = (1/R_6 C_1 R_7 C_2^2) V_{HP}.\) Substituting \(V_{BP}\) and \(V_{LP}\) into Eq. (3.77) and collecting, we get

\[
V_{HP} = -\frac{R_5}{R_3} \frac{R_4 R_6 C_1 R_7 C_2^2}{R_5} + \frac{R_4 (1 + R_5/(R_3 + R_5/R_4)) (1 + R_2/R_1) R_5 + 1}{R_3 R_4}
\]

Putting this expression in the standard form \(V_{HP}/V_i = H_{HP}H_{HP}\) allows us to find \(H_{HP} = -R_5/R_3\) and

\[
\omega_0 = \sqrt{R_5/R_4} \quad Q = \frac{(1 + R_2/R_1) \sqrt{R_5 R_6 C_1} R_4 R_7 C_2}{1 + R_5/R_3 + R_5/R_4} \quad (3.79)
\]

Using \(V_{BP}/V_i = (1/R_6 C_1) V_{HP}/V_i\) indicates that \(V_{BP}/V_i = H_{0BP}H_{BP},\) and also allows us to find \(H_{OBP}\). We similarly find \(V_{LP}/V_i = (1/R_7 C_2) V_{BP}/V_i = H_{OBP}H_{LP}.\) The results are

\[
H_{0BP} = -\frac{R_3}{R_5} \quad H_{OBP} = \frac{1 + R_2/R_1}{1 + R_5/R_4 + R_3/R_5} \quad H_{OBP} = -\frac{R_4}{R_3} \quad (3.80)
\]

The above derivations reveal some interesting properties: first, the band-pass response is generated by integrating the high-pass response, and the low-pass is in turn generated by integrating the band-pass; second, since the product of two transfer functions corresponds to the addition of their decibel plots, and since the integrator plot has a constant slope of \(-20\ \text{dB/dec},\) the band-pass decibel plot is obtained by
rotating the high-pass decibel plot clockwise by 20 dB/dec, and the low-pass plot by a similar rotation of the band-pass plot.

We observe that $Q$ is no longer the result of a cancellation, as in the case of KRC filters, but depends on the resistor ratio $R_2/R_1$ in a straightforward manner. We therefore expect $Q$ to be much less sensitive to resistance tolerances and drift. Indeed, with proper component selection and circuit construction, the SV filter can easily yield dependable $Q$s in the range of hundreds. For best results, use metal-film resistors and polystyrene or polycarbonate capacitors, and properly bypass the op amp supplies.

The SV filter is usually implemented with $R_5 = R_4 = R_3$, $R_6 = R_7 = R$, and $C_1 = C_2 = C$, so the earlier expressions simplify to

$$
\omega_0 = 1/RC \quad Q = \frac{1}{3}\left(1 \div \frac{R_2}{R_1}\right)
$$

(3.81a)

$$
H_{0HP} = -1 \quad H_{0BP} = Q \quad H_{0LP} = -1
$$

(3.81b)

The filter is tuned as follows: (a) adjust $R_3$ for the desired magnitude of the response of interest; (b) adjust $R_6$ (or $R_7$) to tune $\omega_0$; (c) adjust the ratio $R_2/R_1$ to tune $Q$.

**EXAMPLE 3.18.** In the circuit of Fig 3.34 specify component values for a band-pass response with a bandwidth of 10 Hz centered at 1 kHz. What is the resonance gain?

Solution. Pick the convenient values $C_1 = C_2 = 10 \, \mu F$. Then, $R = 1/(2 \pi 10^3 \times 10^{-6}) = 15.92 \, k\Omega$ (use 15.8 $k\Omega$, 1%). By definition, $Q = f_0/BW = 10^3/10 = 100$. Imposing $(1 + R_2/R_1)/3 = 100$ gives $R_2/R_1 = 299$. Pick $R_1 = 1.00 \, k\Omega$, 1%, and $R_2 = 301 \, k\Omega$, 1%. To simplify inventory, let also $R_3 = R_4 = R_5 = 15.8 \, k\Omega$, 1%. The gain at resonance is $H_{0BP} = 100 \, V/V$.

Equation (3.81b) indicates that at $\omega = \omega_0$ all three responses exhibit a magnitude of $Q \, V/V$. In high-$Q$ situations this may cause the op amps to saturate, unless the input signal level is kept suitably low. Low-input levels can be obtained by replacing $R_1$ with a suitable voltage divider, in the manner of Example 3.9 (see Problem 3.35).

Moving the input signal from the inverting to the noninverting side of $OA_1$ results in the circuit of Fig. 3.35, which represents another popular form of the SV filter. It can be shown (see Problem 3.36) that with the components shown, we now have

$$
\omega_0 = 1/RC \quad Q = 1 + R_2/2R_1 \quad H_{0BP} = 1/Q \quad H_{0LP} = 1/Q
$$

(3.82a)

(3.82b)

indicating that for $\omega = \omega_0$ all three responses now exhibit 0-dB magnitudes. The band-pass plot is as in Fig. 3.20a; the low- and high-pass plots are as in Fig. 3.19, but shifted downward by $Q dB$.

The Biquad Filter

Also known as the Tow-Thomas filter for its inventors, the circuit of Fig. 3.36 consists of two integrators, one of which is of the lossy type. The third op amp is a unity-gain inverting amplifier whose sole purpose is to provide polarity reversal. If one of the integrators is allowed to be of the noninverting type, the inverting amplifier is omitted and only two op amps are required.

To analyze the circuit, we sum currents at the inverting-input node of $OA_1$, $V_L = -V_{LP} + V_{BP} + V_{BP} = 0$

(3.61)

Letting $V_{LP} = (-1/R_2 C_2) V_{BP}$ and collecting gives $V_{BP}/V_i = H_{0BP} H_{BP}$ and $V_{LP}/V_i = (-1/R_4 C_4) V_{BP}/V_i = H_{0LP} H_{LP}$, with

$$
H_{0BP} = -\frac{R_2}{R_1} \quad H_{0LP} = \frac{R_5}{R_1} \quad \omega_0 = \frac{1}{\sqrt{R_4 R_5 C_1 C_2}} \quad Q = \frac{R_2 \sqrt{C_1}}{\sqrt{R_4 R_5 C_2}}
$$

(3.83)

We observe that unlike the SV filter, the biquad yields only two significant responses. However, since all its op amps are operated in the inverting mode, the circuit is immune from common-mode limitations, an issue to be studied in Chapter 5.
The biquad filter is usually implemented with \( R_4 = R_5 = R \) and \( C_1 = C_2 = C \), after which the above expressions simplify as

\[
H_{0BP} = -\frac{R_2}{R_1}, \quad H_{0LP} = \frac{R}{R_1}, \quad \omega_0 = \frac{1}{RC}, \quad Q = \frac{R_2}{R} \quad (3.84)
\]

The filter is tuned as follows: (a) adjust \( R_4 \) (or \( R_5 \)) to tune \( \omega_0 \); (b) adjust \( R_2 \) to tune \( Q \); (c) adjust \( R_1 \) for the desired value of \( H_{0BP} \) or of \( H_{0LP} \).

**EXAMPLE 3.19.** Design a biquad filter with \( f_0 = 8 \) kHz, \( BW = 200 \) Hz, and a 20-dB resonance gain. What is the value of \( H_{0LP} \)?

**Solution.** Let \( C_1 = C_2 = 1 \) nF. Then, \( R_4 = R_5 = 1/(2\pi \times 8 \times 10^3 \times 10^{-9}) = 19.89 \) k\( \Omega \) (use 20.0 k\( \Omega \), 1%); \( Q = 8 \times 10^3 / 200 = 40 \); \( R_2 = 40 \times 19.89 = 795.8 \) k\( \Omega \) (use 787 k\( \Omega \), 1%); \( R_1 = R_2/10^{3/20} = 78.7 \) k\( \Omega \), 1%; \( H_{0LP} = 20.0/78.7 = 0.254 \) V/V, or -11.9 dB.

The Notch Response

With the help of a fourth op amp and a few resistors, both the biquad and the SV circuits can be configured for the notch response, which explains why these filters are also called universal. With a quad package, the fourth op amp is already available, so it only takes a few resistors to synthesize a notch.

The filter of Fig. 3.37 uses the biquad circuit to generate the notch response as

\[
V_N = -(R_2/R_1)(V_i - V_{BP}) \pm (R_2/R_4)V_{LP},
\]

where the \( \pm \) sign depends on the switch position, as indicated. It can be shown (see Exercise 3.5) that

\[
\frac{V_N}{V_i} = -\frac{R_2\omega_0^2}{R_2\omega_0^2} \times \frac{1 - (\omega/\omega_0)^2}{1 - (\omega/\omega_0)^2 + (j\omega/\omega_0)/Q}
\]

\[
\omega_0 = \frac{1}{RC}, \quad Q = \frac{R_1}{R}, \quad \omega_2 = \omega_0\sqrt{1 + R_2/R_4Q}
\]

This response presents a notch at \( \omega = \omega_2 \). We identify three cases:

1. \( R_4 \) is absent, or \( R_4 = \infty \). By Eq. (3.85), we have

\[
\omega_2 = \omega_0 \quad H_{0LP} = -\frac{R_5}{R_2} \quad (3.86)
\]

This is the familiar symmetric notch shown in Fig. 3.38b for the case \( |H_{0LP}| = 0 \) dB. It is obtained by subtracting \( V_{BP} \) from \( V_i \), in the manner depicted in Fig. 3.33.

2. The switch is in the left position, so also a low-pass term is now being added to the existing combination of \( V_i \) and \(-V_{BP} \). The result is a low-pass notch. By Eq. (3.85), we now have

\[
\omega_2 = \omega_0\sqrt{1 + R_2/R_4Q} \quad H_{0LP} = -\frac{R_5\omega_2^2}{R_2\omega_0^2} \quad (3.87)
\]

indicating \( \omega_2 > \omega_0 \). The scaling term is called the dc gain \( H_{0LP} \). The low-pass notch is shown in Fig. 3.38a for the case \( |H_{0LP}| = 0 \) dB. By Eq. (3.85a), the high-frequency gain is \( H_{0HP} = H_{0LP}(1/\omega_2^2)/(1/\omega_0^2) = -R_5/R_2 \).

3. The switch is in the right position, so the low-pass term is now being subtracted. The result is a high-pass notch with

\[
\omega_2 = \omega_0\sqrt{1 - R_2/R_4Q} \quad H_{0HP} = -\frac{R_5}{R_2} \quad (3.88)
\]

We now have \( \omega_2 < \omega_0 \), and the scaling factor is called the high-frequency gain \( H_{0HP} \). This notch is shown in Fig. 3.38c for the case \( |H_{0HP}| = 0 \) dB. The dc gain is \( H_{0LP} = -R_5\omega_2^2/R_2\omega_0^2 \).

**EXERCISE 3.5.** Derive Eq. (3.85).

In Chapter 4 we shall use low- and high-pass notches to synthesize a class of higher-order filters known as elliptic filters. The above expressions can be turned
Multiplying both sides by 100 gives a relationship
\[ \frac{R_2}{R_1} = \frac{\omega_0^2}{\omega_0^2 - \omega^2} \]  
(3.89a)

where \( R_2 \) and \( R_1 \) are arbitrary and \( R_5 \) has been specified for \( H_{OLP} \) and \( H_{HLP} \) of 0 dB. These gains can be raised or lowered by changing \( R_5 \) in proportion.

**EXAMPLE 3.20.** Specify the components of Fig. 3.37 for a low-pass notch with \( f_0 = 1 \) kHz, \( f_c = 2 \) kHz, \( Q = 10 \), and 0-dB dc gain. What is the high-frequency gain?

**Solution.** Let \( C = 10 \) nF; then \( R = 1/\omega_0 C = 15.9 \) k\( \Omega \) (use 15.8 k\( \Omega \)); \( R_1 = Q R = 158 \) k\( \Omega \); let \( R_2 = 100 \) k\( \Omega \); then \( R_4 = (100/10) \times 1/1^2 = 333.3 \) k\( \Omega \) (use 332 k\( \Omega \), 1%); \( R_5 = 100 \times (1/2)^2 = 25 \) k\( \Omega \) (use 24.9 k\( \Omega \), 1%); \( H_{LOLP} = (1/2)^2 = 0.25 \) V/V \( \equiv -12 \) dB.

### 3.8 SENSITIVITY

Because of component tolerances and op amp nonidealities, the response of a practical filter is likely to deviate from that predicted by theory. Even if some of the components are made adjustable to allow for fine tuning, deviations will still arise because of component aging and thermal drift. It is therefore of interest to know how sensitive a given filter is to component variations. For instance, the designer of a second-order band-pass filter may want to know the extent to which a percentage change in a given resistance or capacitance affects \( Q \).

Given a filter parameter \( y \) such as \( \omega_0 \) and \( Q \), and given a filter component \( x \) such as a resistance \( R \) or a capacitance \( C \), the classical sensitivity function \( S_y^x \) is defined as
\[ S_y^x \equiv \frac{\partial y}{\partial x} \frac{x \partial y}{y \partial x} \]  
(3.90)

where we use partial derivatives to account for the fact that filter parameters usually depend on more than just one component. For small changes, we can approximate
\[ \frac{\Delta y}{y} \equiv S_y^x \frac{\Delta x}{x} \]  
(3.91)

This allows us to estimate the fractional parameter change \( \Delta y/y \) caused by the fractional component change \( \Delta x/x \). Multiplying both sides by 100 gives a relationship between percentage changes. The sensitivity function satisfies the following useful properties:
\[ S_{y_1 y_2}^x = S_{y_1}^y S_{y_2}^y \]  
(3.92a)
\[ S_{y}^{y_1 y_2} = S_{y_1}^y + S_{y_2}^y \]  
(3.92b)
\[ S_{y_1}^{y_2/y_1} = S_{y_2}^y - S_{y_1}^y \]  
(3.92c)
\[ S_x^n = n \]  
(3.92d)
\[ S_{y_1}^y = S_{x_1}^{y_1} \]  
(3.92e)

(See Problem 3.41 for the derivations.) To gain an understanding of sensitivity, we examine some popular filter configurations.

**KRC Filter Sensitivities**

With reference to the low-pass KRC filter of Fig. 3.23, we have, by Eq. (3.60b), \( \omega_0 = R_1^{-1/2} C_1^{1/2} C_2^{-1/2} R_2^{-1/2} \). Consequently, Eq. (3.92d) gives
\[ S_{R_1}^{\omega_0} = S_{R_1}^{\omega_0} = S_{C_1}^{\omega_0} = S_{R_2}^{\omega_0} = S_{C_2}^{\omega_0} = -\frac{1}{2} \]  
(3.93)

Applying Eqs. (3.90) and (3.92) to the expression for \( Q \) given in Eq. (3.60c), we obtain
\[ S_Q^{R_1} = -S_Q^{R_1} = Q \sqrt{R_2 C_2 / R_1 C_1} - \frac{1}{2} \]  
(3.94a)
\[ S_Q^{C_1} = -S_Q^{C_1} = (\sqrt{R_2 C_2 / R_1 C_1} + \sqrt{R_1 C_2 / R_2 C_1} - \frac{1}{2} \]  
(3.94b)
\[ S_Q^{R_2} = Q K \sqrt{R_1 C_1 / R_2 C_2} \]  
(3.94c)
\[ S_Q^{C_2} = -S_Q^{C_2} = Q (1 - K) \sqrt{R_1 C_1 / R_2 C_2} \]  
(3.94d)

For the equal-component design, the \( Q \) sensitivities simplify to
\[ S_Q^{R_1} = -S_Q^{R_1} = Q - \frac{1}{2} \]  
(3.95a)
\[ S_Q^{C_1} = -S_Q^{C_1} = 2Q - \frac{1}{2} \]  
(3.95b)
and for the unity-gain design they simplify to
\[ S_Q^{R_1} = -S_Q^{R_1} = -\frac{1}{2} \]  
(3.96)

Since the \( Q \) sensitivities of the equal-component design increase with \( Q \), they may become unacceptable at high \( Q_0 \). As we already know, \( S_Q^{\omega_0} \) is of particular concern at high \( Q_0 \)s because a slight mismatch in the \( R_B / R_A \) ratio may drive \( Q \) to infinity or even make it negative, thus leading to oscillatory behavior. By contrast, the unity-gain design offers much lower sensitivities. It is apparent that the designer must carefully weigh a number of conflicting factors before choosing a particular filter design for a given application. These include circuit simplicity, cost, component spread, tunability, and sensitivity.

**EXAMPLE 3.21.** Investigate the effect of a 1% variation of each component in the low-pass filter of (a) Example 3.8 and (b) Example 3.10.

**Solution.** By Eq. (3.93), a 1% increase (decrease) in any of \( R_1, C_1, R_2 \), and \( C_2 \) causes a 0.5% decrease (increase) in \( \omega_0 \) in either circuit.
(a) By Eq. (3.95), a 1% increase (decrease) in $R_1$ increases (decreases) $Q$ by approximately $5 - 0.5 = 4.5\%$ (the opposite holds for $R_2$). Similarly, 1% capacitance variations result in $Q$ variations of about 9.5\%. Finally, since $1 - 2Q = 1 - 2 \times 5 = -9$, it follows that 1% variations in $R_A$ or in $R_B$ result in $Q$ variations of about 9\%.

(b) With $R_1/R_2 = 5.76/2.21$, Eq. (3.96) gives $S_{R_1}^Q = -S_{R_2}^Q = -0.22$. Thus, 1% resistance and 1% capacitance variations result in $Q$ variations of 0.22\% and 0.5\%, respectively.

### Multiple-Feedback Filter Sensitivities

The sensitivities of the multiple-feedback band-pass filter of Fig. 3.30 are found from Eq. (3.70), and they are

$$S_{R_1}^{\text{in}} = S_{C_1}^{\text{in}} = S_{R_2}^{\text{in}} = S_{C_2}^{\text{in}} = -\frac{1}{2}$$  \hspace{1cm} (3.97a)

$$S_{R_1}^{Q} = -S_{R_2}^{Q} = S_{C_1}^{Q} = S_{C_2}^{Q} = \frac{1}{2} - \frac{1}{2} + C_2 - C_1 \quad \frac{1}{2} + C_2 + C_1$$  \hspace{1cm} (3.97b)

Note that the equal-capacitance design results in $S_{C_1}^Q = S_{C_2}^Q = 0$. The sensitivities of the multiple-feedback low-pass filter of Fig. 3.32 can be computed likewise, and they are found to be

$$S_{R_1}^{\text{in}} = S_{R_2}^{\text{in}} = S_{C_1}^{\text{in}} = S_{C_2}^{\text{in}} = -\frac{1}{2}$$  \hspace{1cm} (3.98a)

$$|S_{R_1}^{Q}| < 1 \quad |S_{R_2}^{Q}| < \frac{1}{2} \quad |S_{C_1}^{Q}| < \frac{1}{2} \quad |S_{C_2}^{Q}| = -S_{C_1}^Q = -\frac{1}{2}$$  \hspace{1cm} (3.98b)

It is apparent that multiple-feedback configurations enjoy low sensitivities and are therefore popular.

### Multiple-Op-Amp Filter Sensitivities

The sensitivities of the biquad filter of Fig. 3.36 are found from Eq. (3.83), and the results are

$$S_{R_1}^{\text{in}} = S_{R_2}^{\text{in}} = S_{C_1}^{\text{in}} = S_{C_2}^{\text{in}} = -\frac{1}{2}$$  \hspace{1cm} (3.99a)

$$S_{R_1}^{Q} = 1 \quad S_{R_2}^{Q} = -S_{R_1}^{Q} = S_{C_1}^{Q} = S_{C_2}^{Q} = \frac{1}{2}$$  \hspace{1cm} (3.99b)

These sensitivities are fairly low and are similar to those of a passive RLC filter yielding the same responses. The sensitivities of state-variable filters are similarly low (see Problem 3.44). Considering also the advantages of tuning, low parameter spread, and multiple simultaneous responses, we now appreciate why these filters are widely used.

### PROBLEMS

#### 3.1 The transfer function

3.1 A transfer function with $H_0 = 1$ has a zero at $s = +1$ kNp/s and a pole pair at $-1 \pm j1$ complex kNp/s. (a) Find its impulse response. (b) Find its steady-state response to an ac input with unity amplitude, zero phase, and $\omega = 1$ krad/s.

#### 3.2 First-order active filters

3.2 The circuit of Fig. P3.2 is a noninverting differentiator. (a) Derive its transfer function. (b) Specify component values for a unity-gain frequency of 100 Hz.

![FIGURE P3.2](image)

3.3 If $R_1C_1 = R_2C_2$, the circuit of Fig. P3.3 is a noninverting integrator. (a) Find its transfer function. (b) Specify component values for a gain of 20 dB at 100 Hz.

![FIGURE P3.3](image)

3.4 (a) Specify suitable component values for a unity-gain frequency of 1 kHz in the Deebu integrator of Fig. 3.7. (b) What happens if the upper-right resistance is 1% less than its nominal value? Illustrate via the magnitude plot. Hint: Replace the Howland current pump with its Norton equivalent.

3.5 Suppose the time constants in the circuit of Fig. P3.3 are mismatched, say, $R_1C_1 = R_2C_2 (1 - \epsilon)$. (a) Investigate the effect of the mismatch and illustrate via the magnitude plot. (b) Devise a method for balancing out the mismatch, and outline the calibration procedure.

3.6 Inserting a resistance $R_1$ in series with $C$ in the low-pass filter of Fig. 3.9a turns it into a circuit known as a pole-zero circuit, which finds application in control. (a) Sketch the modified circuit, and find its transfer function to justify its name. (b) Specify component
values for a pole frequency of 1 kHz, a zero frequency of 10 kHz, and a dc gain of 0 dB; sketch its magnitude plot.

3.7 Inserting a resistance $R_1$ in parallel with $C$ in the high-pass filter of Fig. 3.10a turns it into a circuit known as a zero-pole circuit, which finds application in control. (a) Sketch the modified circuit, and find its transfer function to justify its name. (b) Specify component values for a zero frequency of 100 Hz, a pole frequency of 1 kHz, and a high-frequency gain of 0 dB; sketch its magnitude plot.

3.8 Redraw the phase shifter of Fig. 3.12a, but with $R$ and $C$ interchanged with each other; derive its transfer function and sketch its Bode plots. What is the main difference between the responses of the original and the modified circuit? Name a possible disadvantage of the modified circuit.

3.9 (a) Sketch the Bode plots of the circuit of Fig. 3.12a if $R_2 = 10R_1$. (b) Repeat, but with $R_1 = 10R_2$. 

3.10 Using two phase shifters with 0.1-$\mu$F capacitors, design a circuit that accepts a voltage $V_1 = 1.20\sqrt{2}\cos(2\pi 60t)$ and generates the voltages $V_2 = 1.20\sqrt{2}\cos(2\pi 60t + 120\degree)$ and $V_2 = 1.20\sqrt{2}\cos(2\pi 60t + 120\degree)$. Such a circuit simulates the voltages used in three-phase power transmission systems, scaled to 1/100 of their actual values.

3.11 In the noninverting amplifier of Fig. 1.7 let $R_1 = 2$ k$\Omega$ and $R_2 = 18$ k$\Omega$. Sketch and label the magnitude Bode plot of its gain if the circuit contains also a 10-nF capacitance in parallel with $R_2$.

3.12 Suppose the inverting amplifier of Fig. 1.11 has also a capacitance $C_1$ in parallel with $R_1$ and a capacitance $C_2$ in parallel with $R_2$. Derive its transfer function, sketch and label the magnitude Bode plot, and specify suitable component values for a low-frequency gain of 40 dB, a high-frequency gain of 0 dB, and so that the geometric mean of its pole and zero frequencies $(f_p, f_z)^{1/2}$ is 1 kHz.

3.13 Sketch and label the linearized magnitude Bode plot for the circuit of Fig. P3.3 if: (a) $R_2C_2 = 1$ ms and $R_1C_1 = 0.1$ ms. (b) Repeat, but with $R_1C_1 = 10$ ms.

3.14 In the wideband band-pass filter of Fig. 3.11a let $R_1 = R_2 = R$ and $C_1 = C_2 = C$. (a) Find the output voltage $v_o(t)$ if the input is $v_i(t) = 1\cos(\omega t / RC)$. (b) Repeat, but for $v_i(t) = 1\cos((2\pi t) / RC)$. (c) Repeat, but for $v_i(t) = 1\cos(t / 0.5RC)$. 

3.15 The circuit of Fig. P3.15 is a capacitance multiplier. (a) Show that $C_{eq} = (1 + R_2 / R_1)C$. (b) Using a 0.1-$\mu$F capacitance, specify component values to simulate a variable capacitance from 0.1 $\mu$F to 100 $\mu$F by means of a 1-M$\Omega$ pot. Hint: In part (a), apply a test voltage $V$, find the resulting current $I$, and obtain $C_{eq}$ as $1/sC_{eq} = V/I$.

3.16 The circuit of Fig. P3.16 is a capacitance simulator. (a) Show that $C_{eq} = (R_2R_3 / R_1R_4)C$. (b) Using a 1-nF capacitance, specify component values to simulate a 1-mF capacitance. List a possible application of such a large capacitance. Hint: See Problem 3.15.

![FIGURE P3.16](image)

3.3 Audio filter applications

3.17 Derive Eqs. (3.32) and (3.33).

3.18 (a) Derive Eqs. (3.34) and (3.35). (b) Specify component values to approximate the NAB curve with a 30-dB gain at 1 kHz. Show the final circuit.

3.19 Using standard component values, design an octave equalizer with center frequencies at approximately $f_0 = 32$ Hz, $64$ Hz, $125$ Hz, $250$ Hz, $500$ Hz, 1 kHz, 2 kHz, 4 kHz, 8 kHz, and 16 kHz. Show the final circuit.

3.4 Standard second-order responses

3.20 (a) By proper manipulation, put the wideband band-pass function of Eq. (3.29a) in the standard form $H(s)$ = $H_{HP}$. (b) Show that no matter how you select $\omega_1$ and $\omega_2$, the $Q$ of that filter can never exceed $1/2$. This is why the filter is called wideband.

3.21 Construct the phase plots of $H_{LP}$, $H_{BP}$, $H_{HP}$, and $H_N$ for $Q = 0.2, 1$, and 10.

3.5 KRC filters

3.22 An alternative design procedure for the low-pass KRC filter of Fig. 3.23 is $R_1 = R_9$ and $R_2/R_1 = R_3/C_2 = Q$. (a) Develop design equations for this option. (b) Hence, use it to redesign the filter of Example 3.8.

3.23 An alternative design procedure for the low-pass KRC filter of Fig. 3.23 that allows us to specify also $H_{HP}$, $H_{BP} > 2 \text{ V/V}$, is $C_1 = C_2 = C$. (a) Show that the design equations for this option are $R_2 = [1 + \sqrt{1 + 4Q^2(H_{HP} - 1)^2} / 2oQ]$ and $R_1 = 1/\omega R_2 C_2$. (b) Use this option to redesign the filter of Example 3.8, but with $H_{HP} = 10 \text{ V/V}$.

3.24 (a) Design a high-pass KRC filter with $f_0 = 100$ Hz and $Q$ variable from 0.5 to 5 by means of a 100-k$\Omega$ potentiometer. (b) If the input is a 60-Hz 5-V (rms) ac wave with a dc component of 3 V, what comes out of the filter with the wiper at either extreme?

3.25 An alternative design procedure for the high-pass KRC filter of Fig. 3.27 that allows us to specify also $H_{BP}$, $H_{HP} > 1$, is $C_1 = C_2 = C$. (a) Show that the design equations are then $R_1 = [1 + \sqrt{1 + 8Q^2(H_{HP} - 1)]} / 4oQ C_2$ and $R_2 = 1/\omega R_2 C_2$. (b) Use this option to implement a high-pass Butterworth response with $H_{BP} = 10 \text{ V/V}$ and $f_0 = 1 \text{ kHz}$.
3.26 An alternative design procedure for the band-pass KRC filter of Fig. 3.28 is \( R_A = R_B \) and \( C_1 = C_2 = C \). Develop design equations for this option. Hence, use it to design a band-pass filter with \( H_{OBP} = 0 \text{ dB} \), \( f_0 = 1 \text{ kHz} \), and \( Q = \frac{5}{2} \).

3.27 The low-pass filter of Fig. P3.27 is referred to as a \(-KRC\) filter ("minus" KRC filter) because the op amp is operated as an inverting amplifier with a gain of \(-K\). (a) Find \( H_{OBP} \), \( \omega_0 \), and \( Q \) for the case \( C_1 = C_2 = C \) and \( R_1 = R_2 = R_3 = R_4 = R \). (b) Design a \(-KRC\) low-pass filter with \( f_0 = 2 \text{ kHz} \), \( Q = 5 \), and 0-dB dc gain.

3.28 The band-pass filter of Fig. P3.28 is referred to as a \(-KRC\) filter ("minus" KRC filter) because the op amp is operated as an inverting amplifier with a gain of \(-K\). (a) Find \( H_{OBP} \), \( \omega_0 \), and \( Q \) for the case \( C_1 = C_2 = C \) and \( R_1 = R_3 = R \). (b) Design a \(-KRC\) band-pass filter with \( f_0 = 1 \text{ kHz} \), \( Q = 10 \), and unity-resonance gain.

3.29 The notch filter of Fig. P3.29 allows \( Q \) tuning via the ratio \( R_2/R_1 \). (a) Show that \( V_o/V_i = H_N \) with \( \omega_0 = 1/RC \) and \( Q = (1 + R_1/R_2)/4 \). (b) Specify component values for \( f_0 = 60 \text{ Hz} \) and \( Q = 25 \).

3.30 An alternative design procedure for the multiple-feedback low-pass filter of Fig. 3.32 is \( R_1 = R_2 = R_3 = R \). Find expressions for \( H_{OBP} \), \( \omega_0 \), and \( Q \). Hence, develop the design equations.

3.31 In the circuit of Fig. 3.33 let \( R_A = R_B = R \), and \( R_3 = K R \). (a) Show that if \( H_{OBP} = -2 \text{ V/V} \), the circuit gives the all-pass response with gain \(-K\). (b) Specify component values for \( f_0 = 1 \text{ kHz} \), \( Q = 5 \), and a gain of 20 dB.

3.32 Show that the circuit of Fig. P3.32 realizes the all-pass function with \( H_{OBP} = 1/3 \), \( \omega_0 = \sqrt{2}/RC \), and \( Q = 1/\sqrt{2} \).

3.33 The circuit of Fig P3.33, known as a \( Q \) multiplier, uses a summing amplifier \( OA_1 \) and a band-pass stage \( OA_2 \) to increase the \( Q \) of the band-pass stage without changing \( \omega_0 \). This allows for high \( Qs \) without unduly taxing \( OA_2 \). (a) Show that the gain and \( Q \) of the composite circuit are related to those of the basic band-pass stage as \( Q_{comp} = Q/(1 - (R_1/R_3)(H_{OBP})) \), and \( H_{OBP(\text{comp})} = (R_3/R_1)(Q_{\text{comp}}/Q)H_{OBP} \). (b) Specify component values for \( f_0 = 3600 \text{ Hz} \), \( Q_{\text{comp}} = 60 \), and \( H_{OBP(\text{comp})} = 2 \text{ V/V} \), starting with \( Q = 10 \).

3.34 With reference to the multiple-feedback low-pass filter of Fig. 3.32, show that the circuit consisting of \( R_3, R_5, C_1 \), and the op amp acts as a resistance \( R_{eq} = R_3 \parallel R_1 \) and an inductance \( L_{eq} = R_3 R_1 C_2 \), both in parallel with \( C_1 \). Hence, explain circuit operation in terms of the above equivalence.

3.35 Suitably modify the filter of Example 3.18 so that \( H_{OBP} = 1 \text{ V/V} \). Show your final design.
3.36 (a) Derive Eqs. (3.82a) and (3.82b). (b) Specify suitable component values to achieve a band-pass response with \( f_L = 594 \text{ Hz} \) and \( f_H = 606 \text{ Hz} \). (c) What is the dc gain of the low-pass response?

The simplified state-variable filter of Fig. P3.37 provides the low-pass and band-pass responses using only two op amps. (a) Show that \( H_{LP} = -n, \quad H_{BP} = m/(m + 1), \quad Q = \sqrt{n(1 + 1/m)}, \) and \( \omega_0 = Q/nRC \). (b) Specify component values for a band-pass response with \( f_0 = 2 \text{ kHz} \) and \( Q = 10 \). (c) What is the resonance gain of your circuit? What is the most serious drawback of this circuit?

![Figure P3.37](image)

3.38 Use the noninverting state-variable filter with an additional op amp adder to synthesize the low-pass notch of Example 3.20. 

3.39 Consider the dual-op-amp biquad obtained from the standard biquad of Fig. 3.36 by replacing \( OA_2 \) and \( OA_4 \) with the Deboo integrator of Fig. 3.7. Find its responses; specify component values for a low-pass response with \( f_0 = 10 \text{ kHz}, \quad Q = 5, \) and \( H_{LP} = 0 \text{ dB} \).

3.40 Using the state-variable filter, along with a fourth op amp adder, design an all-pass circuit with \( f_0 = 1 \text{ kHz} \) and \( Q = 1 \). 

3.8 Sensitivity

3.41 Prove Eq. (3.92).

3.42 Show that any second-order \( KRC \) filter, in which \( K \) appears only in the \( s \)-term in the denominator, has always \( S^2 > 2Q - 1 \).

3.43 An alternative design procedure for the multiple-feedback low-pass filter of Fig. 3.32 is \( R_1 = R_2 = R_3 = R \). (a) Find simplified expressions for \( \omega_0 \) and \( Q \). (b) Find the sensitivity functions.

3.44 Calculate the sensitivities of the state-variable filter of Example 3.18.
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4.1 Filter Approximations

Having studied first-order and second-order filters, we now turn to higher-order filters, which are required when the cutoff characteristics of the lower-order types are not sufficiently sharp to meet the demands of the given application. Among the various methods of realizing higher-order active filters, the ones that have gained prominence are the cascade design approach and the direct synthesis approach. The cascade approach realizes the desired response by cascading second-order filter stages (and possibly a first-order stage) of the types studied in Chapter 3. The direct approach uses active impedance converters, such as gyrators and frequency-dependent negative resistances, to simulate a passive RLC filter prototype meeting the given specifications.

Regardless of the complexity of their responses, the above filters, also known as continuous-time filters, do not lend themselves to monolithic fabrication due to the large sizes of the capacitances involved, and the stringent requirements on the accuracy and stability of the RC products controlling characteristic frequencies. On the other hand, today’s very large scale integration (VLSI) applications often call for digital as well as analog functions on the same chip. To meet this requirement in the area of filtering and other traditional analog areas, switched-capacitor techniques have been developed, which use MOS op amps, capacitors, and switches, but no resistors, to realize fairly stable filter functions—if over comparatively limited frequency ranges.

Switched capacitor (SC) circuits belong to the category of sampled-data systems, where information is processed at discrete time intervals rather than continuously. This generally limits their usage to voice-band applications, such as tone coding/decoding (Codecs), speech processing, and audio spectrum analysis.

4.1 FILTER APPROXIMATIONS

If the signals to be rejected are very close in frequency to those that must be passed, the cutoff characteristics of a second-order filter may not prove sufficiently sharp, so a higher-order filter may be needed. Actual filters can only approximate the brickwall responses of Fig. 3.1. In general, the closer the desired approximation, the higher the order of the filter.

The departure of a practical filter from its brick-wall model is visualized in terms of a shaded area, as shown in Fig. 4.1a for the low-pass case. Introducing the attenuation $A(\omega)$ as

$$A(\omega) = -20 \log_{10} |H(j\omega)|$$

(4.1)

we observe that the range of frequencies that are passed with little or no attenuation defines the passband. For a low-pass filter, this band extends from dc to some frequency $\omega_s$, called the cutoff frequency. Gain is not necessarily constant within the passband but is allowed a maximum variation $A_{\text{max}}$, such as $A_{\text{max}} = 1 \text{ dB}$. Gain may exhibit ripple within the passband, in which case $A_{\text{max}}$ is called the maximum passband ripple and the passband is called the ripple band. In this case $\omega_s$ represents the frequency at which the response departs from the ripple band.

Past $\omega_s$, the magnitude drops off to the stopband, or the frequency region of substantial attenuation. This band is specified in terms of some minimum allowable attenuation, such as $A_{\text{min}} = 60 \text{ dB}$. The frequency at which the stopband begins is denoted as $\omega_c$. The ratio $\omega_s/\omega_c$ is called the selectivity factor because it gives a measure of the sharpness of the response. The frequency region between $\omega_s$ and $\omega_c$ is called the transition band, or skirt. Certain filter approximations maximize the rate of descent within this band at the expense of ripple within the other bands.

Regardless of the complexity of their responses, the above filters, also known as continuous-time filters, do not lend themselves to monolithic fabrication due to the large sizes of the capacitances involved, and the stringent requirements on the accuracy and stability of the RC products controlling characteristic frequencies. On the other hand, today’s very large scale integration (VLSI) applications often call for digital as well as analog functions on the same chip. To meet this requirement in the area of filtering and other traditional analog areas, switched-capacitor techniques have been developed, which use MOS op amps, capacitors, and switches, but no resistors, to realize fairly stable filter functions—if over comparatively limited frequency ranges.

FIGURE 4.1

Magnitude limits for (a) the low-pass and (b) the high-pass responses.
Active Filters: Part II

The terminology developed for the low-pass case is readily extended to the high-pass case depicted in Fig. 4.1b, and to the band-pass and band-reject cases depicted in Fig. 4.2.

As the order \( n \) of a transfer function is increased, additional parameters are brought into play in the form of the higher-order polynomial coefficients. These coefficients provide the designer with additional freedom in specifying the frequency profiles of magnitude or phase, thus allowing for an increased degree of optimization. Among the various approximations, some have been found to be consistently satisfactory to justify the tabulation of their coefficients in filter handbooks. These include the Butterworth, Chebyshev, Cauer, and Bessel approximations.

Filter tables list the denominator polynomial coefficients of the various approximations for a cutoff frequency of 1 rad/s. As an example, the coefficients of the fifth-order Butterworth response are \( b_0 = b_4 = 1, b_2 = b_4 = 3.236 \), and \( b_3 = 5.236 \), so

\[
H(s) = \frac{1}{s^5 + 3.236s^4 + 5.236s^3 + 3.236s^2 + 1} \tag{4.2}
\]

An alternative approach is to factor out \( H(s) \) into the product of terms of order \( \leq 2 \) and tabulate the coefficients of these terms instead. Expressed in this form, the above function becomes

\[
H(s) = \frac{1}{s^2 + 0.6180s + 1} \times \frac{1}{s^3 + 1.6180s + 1} \times \frac{1}{s + 1} \tag{4.3}
\]

The design of a higher-order filter begins with the selection of the approximation best suited to the given application, followed by the specification of \( \omega_0, \omega_c, A_{\text{max}}, \) and \( A_{\text{min}} \). The latter are then used as keys to filter handbooks or computer programs to find the required order \( n \). Once \( n \) is known, various alternatives are available to the active-filter designer, the most popular ones being the cascade approach and the RLC ladder simulation approach. The cascade approach realizes the desired response by cascading lower-order stages of the type investigated in Chapter 3. The ladder simulation approach utilizes active impedance converters, such as gyrators and frequency-dependent negative resistors, to simulate a passive RLC filter prototype meeting the desired specifications.

Once an approach has been chosen, one must find the individual-stage values of \( \omega_0 \) and \( Q \) (and possibly \( \omega_c \)) in the case of cascade design, or the individual values of \( R, L, \) and \( C \) in the case of ladder simulation. These data are again found with the help of filter tables or computer programs, the latter being provided by op amp manufacturers to promote the application of their products. One such program is the FILDES program, written by National Semiconductor, which we shall use extensively in our cascade design examples. This program can be downloaded from the World Wide Web; please check our Web site at http://www.mhhe.com/franco, as described in the preface.

**Plotting \( H(j\omega) \) Using PSpice**

The frequency behavior of a function \( H(s) \) can be visualized with PSpice using voltage-controlled sources with values that are functions of \( s \). Using the factored form of \( H(s) \), we create a cascade of VCVSs whose values are given by the individual terms of \( H(s) \). Figure 4.3 shows the cascade for the function of Eq. (4.3). Scaling \( s \) by \( 2\pi \) to obtain \( f_c = 1 \) Hz, we write the file:

```
5th-Order Butterworth low-pass response:
V1 1 0 ac 1V
R1 1 0 1
R2 2 0 Laplace [V(1)] = [1/(1+(s/6.283)*(s/6.283)+0.6180))]
R3 3 0 1
R4 4 0 Laplace [V(2)] = [1/(1+(s/6.283)*(s/6.283)+1.6180)]
R5 5 0 1
B1 1 0 100 0.0180
B2 2 0 100 0.0180
B3 3 0 100 0.0180
B4 4 0 100 0.0180
B5 5 0 100 0.0180
.end
```

The magnitude plot is shown in Fig. 4.5 (page 166) along with the plots of the other three response types, which are obtained by a similar procedure.

**Butterworth Approximation**

The gain of the Butterworth approximation is \( ^3 \)

\[
|H(j\omega)| = \frac{1}{\sqrt{1 + \epsilon^2 (\omega_c/\omega)^2}} \tag{4.4}
\]

where \( n \) is the order of the filter, \( \omega_c \) is the cutoff frequency, and \( \epsilon \) is a constant

---

**FIGURE 4.3**

PSpice circuit to find the frequency behavior of the function \( H(s) = H_1(s) \times H_2(s) \times H_3(s) \).
that determines the maximum passband variation as $A_{\text{max}} = A(\omega_c) = 20 \times \log_{10} \sqrt{1 + \epsilon^2} = 10 \log_{10}(1 + \epsilon^2)$. The first $2n - 1$ derivatives of $|H(j\omega)|$ are zero at $\omega = 0$, indicating a curve as flat as possible at $\omega = 0$. Aptly referred to as maximally flat, a Butterworth curve becomes somewhat rounded near $\omega_c$ and rolls off at an ultimate rate of $-20n$ dB/dec in the stopband. As shown in Fig. 4.4a for $\epsilon = 1$, the higher the order $n$, the closer the response is to the brick-wall model.

**EXAMPLE 4.1.** Find $n$ for a low-pass Butterworth response with $f_c = 1$ kHz, $f_s = 2$ kHz, $A_{\text{min}} = 1$ dB, and $A_{\text{max}} = 40$ dB.

**Solution.** Letting $A_{\text{max}} = A(\omega_c) = 20 \log_{10} \sqrt{1 + \epsilon^2} = 1$ dB gives $\epsilon = 0.5088$. Letting $A(\omega_c) = 10 \log_{10}[1 + (\epsilon/2)^2]^n = 40$ dB, we find that $n = 7$ gives $A(\omega_c) = 36.3$ dB and $n = 8$ gives $A(\omega_c) = 42.2$ dB. For $A_{\text{max}} = 40$ dB we thus select $n = 8$.

**Chebyshev Approximation**

There are applications where sharp cutoff is more important than maximal flatness. Chebyshev filters maximize the transition-band cutoff rate at the price of introducing passband ripples, as shown in Fig. 4.4b. As a general rule, the higher $A_{\text{max}}$, the narrower the transition band for a given $A_{\text{min}}$. The gain of an $n$th-order Chebyshev approximation with cutoff frequency $\omega_c$ and $A_{\text{max}} = 10 \log_{10}(1 + \epsilon^2)$ is

$$|H(j\omega)| = \frac{1}{\sqrt{1 + \epsilon^2 C_n^2(\omega/\omega_c)^2}}$$

where $C_n(\omega/\omega_c)$ is the Chebyshev polynomial of order $n$, defined as

$$C_n(\omega/\omega_c \leq 1) = \cos(n \cos^{-1}(\omega/\omega_c))$$

$$C_n(\omega/\omega_c \geq 1) = \cosh(n \cosh^{-1}(\omega/\omega_c))$$

We observe that $C_n^2(\omega/\omega_c \leq 1) \leq 1$, and $C_n^2(\omega/\omega_c \geq 1) \geq 1$. Moreover, within the passband $|H(j\omega)|$ exhibits peak values of 1 and valley values of $1/\sqrt{1 + \epsilon^2}$ at the frequencies that make the cosine term zero and unity, respectively. The number of these peaks or valleys, including the one at the origin, is $n$.

Compared to the Butterworth approximation, which exhibits appreciable departure from its dc value only at the upper end of the passband, the Chebyshev approximation improves the transition-band characteristic by spreading its equal-sized ripples throughout the passband. At dc, the decibel value of a Chebyshev response is 0 if $n$ is odd, and $0 - A_{\text{max}}$ if $n$ is even. A Chebyshev filter can achieve a given transition-band cutoff rate with a lower order than a Butterworth filter, thus reducing circuit complexity and cost. Past the transition band, however, the Chebyshev response rolls off at an ultimate rate of $-20n$ dB/dec, just like a Butterworth response of the same order.

**Cauer Approximation**

Cauer filters, also called *elliptic filters*, carry the Chebyshev approach one step further by trading ripples in both the passband and the stopband for an even sharper characteristic in the transition band. Consequently, they can provide a given transition-band cutoff rate with an even lower order $n$ than Chebyshev filters. The idea is to follow an existing low-pass response with a notch just above $\omega_c$ to further sharpen the response. To be effective, the notch must be narrow, indicating that the curve will come back up just past this notch. At this point another notch is created to press the curve back down, and the process is repeated until the overall profile within the stopband is pushed below the level specified by $A_{\text{min}}$. The various approximations are compared in Fig. 4.5 for $n = 5$ and $A_{\text{max}} = 3$ dB. Shown at the top is an expanded view of the passband.

**Bessel Approximation**

In general, filters introduce a frequency-dependent phase shift. If this shift varies linearly with frequency, its effect is simply to delay the signal by a constant amount.

**FIGURE 4.4**

(a) Butterworth and (b) 1-dB Chebyshev responses.
However, if phase varies nonlinearly, different input frequency components will experience different delays, so non sinusoidal signals may experience significant phase distortion in propagating through the filter. In general, the steeper the transition-band magnitude characteristic, the higher the distortion. Bessel filters, also called Thomson filters, maximize the passband delay just as Butterworth filters maximize the passband magnitude. The result is a nearly linear phase characteristic within the passband, if at the price of a less sharp magnitude characteristic in the transition band. Figure 4.6 shows that a pulse emerges fairly undistorted from a Bessel filter, but exhibits appreciable overshoot and ringing when processed with a Chebyshev filter, whose phase response is less linear than Bessel's.

### 4.2 CASCADE DESIGN

This approach is based on the factorization of a transfer function $H(s)$ into the product of lower-order terms. If the order $n$ is even, the decomposition consists of $n/2$ second-order terms,

$$H(s) = H_1(s) \times H_2(s) \times \cdots \times H_{n/2}(s)$$  \hspace{1cm} (4.7)

If $n$ is odd, the factorization includes also a first-order term. Sometimes this term is combined with one of the second-order terms to create a third-order filter stage. The first-order term, if any, can be implemented with a plain RC or CR network, so all we need to know is its required frequency $\omega_0$. The second-order terms can be implemented with any of the filters of Sections 3.5 through 3.7. For each of these stages we need to know $\omega_0$ and $Q$, and $\omega_z$ if the stage is a notch stage. As mentioned, these data are tabulated in filter handbooks or can be calculated by computer.

The cascade approach offers a number of advantages. The design of each section is relatively simple, and the component count is usually low. The low-output impedance of the individual sections eliminates interstage loading, so each section can be regarded as isolated from the others and can be tuned independently, if needed. The inherent modularity of this approach is also attractive from the economic standpoint, since one can use a few standardized blocks to design a variety of more complex filters.

Mathematically, the order in which the various sections are cascaded is irrelevant. In practice, to avoid loss of dynamic range and filter accuracy due to possible signal clipping in the high-$Q$ sections, the sections are cascaded in order of ascending $Q$s, with the low-$Q$ stages first in the signal path. This ordering, however, does not take into account internal noise, which may be of concern in the high-$Q$ stages, where any noise component falling under the resonance peak may be amplified.
Low-Pass Filter Design

Table 4.1 gives examples of tabulated data for cascade design. Butterworth and Bessel data are tabulated for different values of $n$, Chebyshev data for different values of $n$ and $A_{\text{max}}$ (shown in the table are the data for $A_{\text{max}} = 0.1$ dB and $A_{\text{max}} = 1.0$ dB), and Cauer data (not shown in the table) for different values of $n$, $A_{\text{max}}$, and $A_{\text{min}}$. Frequency data are expressed in normalized form for a cutoff frequency of 1 Hz. In the Butterworth and Bessel cases this frequency coincides with the -3-dB frequency, while in the Chebyshev and Cauer cases it represents the frequency at which gain departs from the ripple band. To convert from normalized to actual frequencies, we simply multiply the tabulated values by the cutoff frequency $f_c$ of the filter being designed, or

$$f_0 = f_{0\text{table}} \times f_c \quad (4.8a)$$

In the case of Cauer filters, the tables include not only pole frequencies but also zero frequencies. The latter are converted as

$$f_z = f_{z\text{table}} \times f_c \quad (4.8b)$$

A common application of low-pass filters is in connection with analog-to-digital (A-D) and digital-to-analog (D-A) conversion. By the well-known sampling theorem, the input signal to an A-D converter must be band limited to less than half the sampling frequency in order to avoid aliasing. Likewise, the output signal of a D-A converter must be properly smoothed in order to avoid the effects of discrete quantization and time sampling. Both tasks are accomplished with sharp low-pass filters designed to provide adequate attenuation at half the sampling frequency.

**EXAMPLE 4.2.** The output of a D-A converter with a sampling rate of 40 kHz is to be smoothed with a sixth-order 1.0 dB Chebyshev low-pass filter providing an attenuation of 40 dB at half the sampling frequency, or 20 kHz. This attenuation requirement is met by letting $f_c = 13.0$ kHz. (a) Design such a filter. (b) Verify with PSPice.

**Solution.**

(a) From Table 4.1 we find that a 1.0-dB Chebyshev filter with $n = 6$ requires three second-order stages with

$$f_{01} = 0.995f_c = 12.9 \text{ kHz} \quad Q_1 = 8.00$$

$$f_{02} = 0.747f_c = 9.71 \text{ kHz} \quad Q_2 = 2.20$$

$$f_{03} = 0.353f_c = 4.59 \text{ kHz} \quad Q_3 = 0.761$$

Use three unity-gain Sallen-Key sections and cascade them in order of ascending $Q$s.

Retracing the design steps of Example 3.10, we find the component values shown in Fig. 4.7, where the resistances have been rounded off to the nearest 1% standard values.

| TABLE 4.1
| Examples of normalized (1 Hz) low-pass filter tables |
|---|---|---|---|---|---|---|
| $n$ | $f_{01}$ | $f_{02}$ | $f_{03}$ | $f_{04}$ | $f_{05}$ | Alt. (dB) at $f_c$
| 2 | 1 | 0.707 | 1 | 12.30 |
| 3 | 1 | 1.000 | 1 | 18.15 |
| 4 | 1 | 0.541 | 1 | 1.306 | 24.10 |
| 5 | 1 | 0.618 | 1 | 1.620 | 30.11 |
| 6 | 1 | 0.512 | 1 | 0.707 | 1 | 1.932 | 36.12 |
| 7 | 1 | 0.555 | 1 | 0.802 | 1 | 2.247 | 1 | 42.14 |
| 8 | 1 | 0.510 | 1 | 0.601 | 1 | 0.900 | 1 | 2.563 | 48.16 |
| 9 | 1 | 0.532 | 1 | 0.653 | 1 | 1.000 | 1 | 2.879 | 54.19 |
| 10 | 1 | 0.506 | 1 | 0.561 | 1 | 0.707 | 1 | 1.101 | 1 | 3.196 | 60.21 |

| Butterworth low-pass filter |
|---|---|---|---|---|---|
| 2 | 1 | 1.274 | 0.577 |
| 3 | 1.453 | 0.691 | 1.327 |
| 4 | 1.419 | 0.522 | 1.591 | 0.806 |
| 5 | 1.561 | 0.564 | 1.760 | 0.917 | 1.507 |
| 6 | 1.606 | 0.510 | 1.691 | 0.611 | 1.907 | 1.023 |
| 7 | 1.719 | 0.533 | 1.824 | 0.661 | 2.051 | 1.127 | 1.685 |
| 8 | 1.784 | 0.506 | 1.838 | 0.569 | 1.958 | 0.711 | 2.196 | 1.226 |
| 9 | 1.880 | 0.520 | 1.949 | 0.589 | 2.081 | 0.760 | 2.324 | 1.322 | 1.858 |
| 10 | 1.949 | 0.504 | 1.987 | 0.538 | 2.068 | 0.620 | 2.211 | 0.810 | 2.485 | 1.415 |

| 0.10-dB ripple Chebyshev low-pass filter |
|---|---|---|---|---|---|
| 2 | 1.820 | 0.767 | 3.31 |
| 3 | 1.300 | 1.341 | 0.969 | 12.24 |
| 4 | 1.153 | 2.183 | 0.789 | 0.619 | 23.43 |
| 5 | 1.093 | 3.282 | 0.797 | 0.915 | 1.059 | 34.83 |
| 6 | 1.063 | 4.633 | 0.834 | 1.332 | 0.513 | 0.599 | 46.29 |
| 7 | 1.045 | 6.233 | 0.868 | 1.847 | 0.575 | 0.846 | 0.377 | 57.72 |
| 8 | 1.034 | 8.082 | 0.894 | 2.453 | 0.645 | 1.183 | 0.382 | 0.593 | 69.16 |
| 9 | 1.027 | 10.178 | 0.913 | 3.145 | 0.705 | 1.585 | 0.449 | 0.822 | 0.290 | 80.60 |
| 10 | 1.022 | 12.522 | 0.928 | 3.921 | 0.754 | 2.044 | 0.524 | 1.127 | 0.304 | 0.590 | 92.04 |

| 1.00-dB ripple Chebyshev low-pass filter |
|---|---|---|---|---|---|
| 2 | 1.050 | 0.957 | 11.36 |
| 3 | 0.997 | 2.018 | 0.494 | 22.46 |
| 4 | 0.993 | 3.559 | 0.529 | 0.785 | 33.87 |
| 5 | 0.994 | 5.556 | 0.655 | 1.399 | 0.289 | 45.31 |
| 6 | 0.995 | 8.004 | 0.747 | 2.198 | 0.353 | 0.761 | 56.74 |
| 7 | 0.996 | 10.899 | 0.808 | 3.156 | 0.480 | 1.297 | 0.205 | 68.18 |
| 8 | 0.997 | 14.240 | 0.851 | 4.266 | 0.584 | 1.956 | 0.265 | 0.753 | 79.62 |
| 9 | 0.998 | 18.029 | 0.881 | 5.527 | 0.662 | 2.713 | 0.377 | 1.260 | 0.159 | 91.06 |
| 10 | 0.998 | 22.263 | 0.902 | 6.937 | 0.721 | 3.561 | 0.476 | 1.864 | 0.212 | 0.749 | 102.50 |
FIGURE 4.8
Overall as well as individual-stage responses of the filler of Fig. 4.7.

Q1 = 0.625
Q2 = 1789
Q3 = 7.880
f1 = 411.2 Hz
f3 = 1329.0 Hz
f10 = 1041.3 Hz
f102 = 916.5 Hz

Moreover, the program indicates that the actual attenuation at 1.3 kHz is 47 dB, and the -3-dB frequency is 0.55 kHz.

We shall implement the filler with three low-pass notch sections of the biquad type of Fig. 3.37. Using Eq. (3.89) and retracing the steps of Example 3.20, we find the component values shown in Fig. 4.9, where the resistances have been rounded off to the nearest 1% standard values. The entire filler can be built with three quad-op-amp packages.

EXAMPLE 4.3. Design a Cauer low-pass filter with

\[ f_c = 1 \text{ kHz}, \quad f_1 = 1.3 \text{ kHz}, \quad A_{\text{max}} = 0.1 \text{ dB}, \quad A_{\text{min}} = 40 \text{ dB}, \quad \text{and dc gain} \ H_0 = 0 \text{ dB}. \]

Solution. Using the aforementioned filter design program FILDES (check our Web site for information on how to download this program), we find that a sixth-order implementation is required, with the following individual-stage parameters:

\[ f_{10} = 648.8 \text{ Hz}, \quad f_{13} = 4130.2 \text{ Hz}, \quad Q_1 = 0.625 \]
\[ f_{20} = 916.5 \text{ Hz}, \quad f_{32} = 1664.3 \text{ Hz}, \quad Q_3 = 1.789 \]
\[ f_{30} = 1041.3 \text{ Hz}, \quad f_{33} = 1329.0 \text{ Hz}, \quad Q_3 = 0.880 \]

Moreover, the program indicates that the actual attenuation at 1.3 kHz is 47 dB, and the -3-dB frequency is 1.055 kHz.

We shall implement the filter with three low-pass notch sections of the biquad type of Fig. 3.37. Using Eq. (3.89) and retracing the steps of Example 3.20, we find the component values shown in Fig. 4.9, where the resistances have been rounded off to the nearest 1% standard values. The entire filter can be built with three quad-op-amp packages.

High-Pass Filter Design

Owing to the fact that a high-pass transfer function can be obtained from a low-pass function via the substitution \( s/\omega_0 \rightarrow 1/(s/\omega_0) \), the normalized frequency data of Table 4.1 can also be used in the cascade design of high-pass filters, provided actual frequencies are obtained from tabulated frequencies as

\[ f_0 = f_c / f_0(\text{table}) \quad (4.9a) \]
\[ f_3 = f_c / f_3(\text{table}) \quad (4.9b) \]

where \( f_c \) is the cutoff frequency of the filter being designed.

EXAMPLE 4.4. Design a third-order, 0.1-dB Chebyshev high-pass filter with \( f_c = 100 \text{ Hz} \) and high-frequency gain \( H_0 = 20 \text{ dB} \).

Solution. Table 4.1 indicates that we need a second-order high-pass section with \( f_{30} = 100/1.300 = 76.92 \text{ Hz} \) and \( Q_1 = 1.341 \), and a first-order high-pass section with \( f_{20} = 100/0.969 = 103.2 \text{ Hz} \). As shown in Fig. 4.10, we implement the filter with a second-order unity-gain Sallen-Key high-pass stage, followed by a first-order high-pass stage with a high-frequency gain of 10 V/V.

Band-Pass Filter Design

EXAMPLE 4.5. Design a Butterworth band-pass filter with center frequency \( f_0 = 1 \text{ kHz} \), BW = 100 Hz, \( A(f_0)/2) = A(2f_0) \geq 60 \text{ dB} \), and resonance gain \( H_0 = 0 \text{ dB} \).

Solution. Using the aforementioned FILDES program, we find that the given specifications can be met with a sixth-order filter having the following individual-stage
FIGURE 4.10
Third-order 0.1-dB Chebyshev high-pass filter of Example 4.4.

parameters:
\[ f_{01} = 957.6 \text{ Hz} \quad Q_1 = 20.02 \]
\[ f_{02} = 1044.3 \text{ Hz} \quad Q_2 = 20.02 \]
\[ f_{03} = 1000.0 \text{ Hz} \quad Q_3 = 10.0 \]

Furthermore, the actual attenuation at 500 Hz and 2 kHz is 70.5 dB, and the midband gain is -12 dB, that is, 0.25 V/V. To raise it to 0 dB we shall impose \( H_{UBP1} = H_{UBP2} = 2 \text{ V/V,} \) and \( H_{UBP3} = 1 \text{ V/V.} \)

We shall implement the filter with three multiple-feedback band-pass sections equipped with input resistance attenuators. Retracing the steps of Example 3.15 we find the components of Fig. 4.11, where the resistances have been rounded off to 1% standard values, and the second leg of each attenuator has been made variable for tuning purposes. To tune a given section, apply an ac input at the desired resonance frequency of that section, and adjust its pot until the Lissajous figure changes from an ellipse to a straight segment.

EXAMPLE 4.6. Design an elliptic band-pass filter with \( f_0 = 1 \text{ kHz, passband = 200 Hz, stopband = 500 Hz, } A_{max} = 1 \text{ dB, } A_{min} = 40 \text{ dB, and } H_0 = 20 \text{ dB.} \)

Solution. The abovementioned FILDES program indicates that we need a sixth-order filter with the following individual-stage parameters:
\[ f_{01} = 907.14 \text{ Hz} \quad f_{11} = 754.36 \text{ Hz} \quad Q_1 = 21.97 \]
\[ f_{02} = 1102.36 \text{ Hz} \quad f_{12} = 1325.6 \text{ Hz} \quad Q_2 = 21.97 \]
\[ f_{03} = 1000.0 \text{ Hz} \quad Q_3 = 9.587 \]

FIGURE 4.11
Sixth-order 0.1/40-dB elliptic low-pass filter.
EXAMPLE 4.7. A 0.1-dB Chebyshev band-reject filter is to be designed with notch frequency \( f_n = 3600 \) Hz, passband = 400 Hz, stopband = 60 Hz, \( A_{max} = 0.1 \) dB, and \( A_{min} = 40 \) dB. The circuit must have provision for frequency tuning of its individual stages.

Solution. The aforementioned FILDES program indicates that we need a sixth-order filter with the following individual-stage parameters:

Using Eq. (3.89) we find, for the high-pass notch, \( R = \frac{1}{(2\pi \times 907.14 \times 10^{-8})} = 17.54 \text{k}\Omega \), \( R_1 = 21.97 \times 17.54 = 385.4 \text{k}\Omega \), \( R_2 = R_3 = 100 \text{k}\Omega \), \( R_4 = (100/21.97)907.14/2^2 - 754.36^2 = 14.755 \text{k}\Omega \), and \( R_6 = \text{look}\Omega \). Proceeding in like manner for the other two sections, we end up with the circuit of Fig. 4.12, where the resistances have been rounded off to 1% standard values, and provisions have been made for frequency and Q tuning.

Moreover, the actual attenuation at the stopband edges is 41 dB, and the midband gain is 18.2 dB. We shall implement the filter with a high-pass notch biquad stage, a low-pass notch biquad stage, and a multiple-feedback band-pass stage. To bolster the midband gain from 18.2 dB to 20 dB we impose \( H_{mfp} = 1.23 \text{v/v} \). and to simplify inventory we use 10-nF capacitances throughout.

To find the equivalent impedance \( Z \) seen looking into node A, we apply a test voltage \( V \) as in Fig. 4.14, we find the resulting current \( I \), and then let \( Z = V/I \).

GENERALIZED IMPEDANCE CONVERTERS

Impedance converters are active RC circuits designed to simulate frequency-dependent elements such as inductances for use in active filter synthesis. Among the various configurations, one that has gained prominence is the generalized impedance converter (GIC) of Fig. 4.13, which can be used not only to simulate inductances, but also to synthesize frequency-dependent resistances.

To find the equivalent impedance \( Z \) seen looking into node A, we apply a test voltage \( V \) as in Fig. 4.14, we find the resulting current \( I \), and then let \( Z = V/I \).
Exploiting the fact that each op amp keeps $V_n = V_p$, we have labeled the voltages at the input nodes of both op amps as $V$. By Ohm’s law, we have

\[ I = \frac{V - V_1}{Z_1} \]

Summing currents at the node common to $Z_2$ and $Z_3$ and at the node common to $Z_4$ and $Z_5$ we obtain, respectively,

\[ \frac{V_1 - V}{Z_2} + \frac{V_2 - V}{Z_3} = 0 \]
\[ \frac{V_2 - V}{Z_4} + \frac{0 - V}{Z_5} = 0 \]

Eliminating $V_1$ and $V_2$, and solving for the ratio $Z = V/I$, we get

\[ Z = \frac{Z_1 Z_2 Z_3}{Z_2 Z_4} \] (4.10)

Depending on the type of components we use for $Z_1$ through $Z_5$, we can configure the circuit for various impedance types. The most interesting and useful ones are as follows:

1. All $Z$s are resistances, except $Z_2$ (or $Z_4$), which is a capacitance. Letting $Z_2 = \frac{1}{j\omega C_2}$ in Eq. (4.10) gives

\[ Z = \frac{R_1 R_3 R_5}{(1/j\omega C_2) R_4} = j\omega L \] (4.11a)
\[ L = \frac{R_1 R_3 R_5 C_2}{R_4} \] (4.11b)

indicating that the circuit simulates a grounded inductance. This is depicted in Fig. 4.15a. If desired, this inductance can be adjusted by varying one of the resistances, say, $R_5$.

2. All $Z$s are resistances, except for $Z_1$ and $Z_5$, which are capacitances. Letting $Z_1 = \frac{1}{j\omega C_1}$ and $Z_5 = \frac{1}{j\omega C_5}$ in Eq. (4.10) gives

\[ Z = \frac{(1/j\omega C_1) R_3 (1/j\omega C_5)}{R_2 R_4} = -\frac{1}{\omega^2 D} \] (4.12a)
\[ D = \frac{R_2 R_4 C_1 C_5}{R_3} \] (4.12b)

The circuit now simulates a grounded frequency-dependent negative resistance (grounded FDNR). Since a capacitance produces a voltage proportional to the integral of the current, the FDNR (or $D$ element, as it is often called) can be viewed as an element that integrates current twice. Its GIC realization and circuit symbol are shown in Fig. 4.15b, and its application will be illustrated shortly. The $D$ element can be adjusted by varying one of the resistances.

Figure 4.16 shows another popular realization of the $D$ element (see Problem 4.17). Needless to say, the simulated impedances can be no better than the resistances, capacitances, and op amps utilized in their simulation. For good results, use metal-film resistors and NPO ceramic capacitors for temperature stability and high-Q capacitors for high-$Q$ performance. And use a dual op amp with sufficiently fast dynamics (see Section 6.5).
Synthesis Using Grounded Inductances

A popular GIC application is the realization of inductorless filters starting from passive RLC filter prototypes. To this end we first design an RLC filter meeting the given specifications, then we replace its inductances with synthetic inductances realized with GICs. Note, however, that this direct one-to-one replacement is applicable only if the inductances in the prototype are of the grounded type.

A classic example is offered by the band-pass prototype of Fig. 4.17a. This is a band-pass filter because low-frequency signals are shunted by L, high-frequency signals are shunted by C, and intermediate-frequency signals are passed because of resonance. Once the filter specifications are known, we first find a set of RLC values meeting the specification, then we replace the original inductance with a GIC inductance simulator to end up with a circuit containing only resistances and capacitances. The result is the dual-amplifier band-pass (DABP) filter of Fig. 4.17b.

EXAMPLE 4.8. In the circuits of Fig. 4.17 specify component values for a band-pass response with \( f_0 = 2 \text{kHz} \) and \( Q = 25 \).

Solution. The RLC prototype gives \( V_o/V_i = (Z_C / Z_L)/(R + Z_C / Z_L) \), where \( Z_C = 1/(j\omega C) \), \( Z_L = j\omega L \). Expanding and collecting gives \( V_o/V_i = H_{BP} \), with
\[
\omega_0 = 1/\sqrt{LC} \quad Q = R \sqrt{C/L}
\]
Choose \( C = 10 \text{nF} \), so that \( L = 1/(2\pi f_0)^2 = 1/[2\pi \times 2 \times 10^8 \times 2 \times 10^{-3}] = 0.633 \text{H} \), and \( R = Q/(\sqrt{C/L}) = 199 \text{k\Omega} \) (use 200 k\Omega, 1%).

Next, specify the components for the GIC. To simplify inventory, use equal capacitances and equal resistances. Thus, \( C_2 = C = 10 \text{nF} \). By Eq. (4.11b), \( R_1 = R_3 = R_4 = R_3 = \sqrt{L/C} = \sqrt{0.633/10^{-8}} = 7.96 \text{k\Omega} \) (use 7.87 k\Omega, 1%).

These fairly low values are typical of filters based on the ladder simulation approach. If the circuit is implemented with \( C_2 = C \) and \( R_3 = R_4 = R_3 \), then \( \omega_0 = 1/RC \) and \( Q = R_2/R_3 \). This resistance spread compares favorably with that of the multiple-feedback band-pass filter, which is \( 4Q^2 \). Moreover, the DABP filter is easily tuned since \( R_1 \) (or \( R_3 \)) adjusts \( \omega_0 \), and \( R_3 \) adjusts \( Q \). Even though the circuit uses two op amps instead of one, it has been proved\(^3\) that if their open-loop frequency characteristics are matched, as is usually the case with dual packages, the op amps tend to compensate for each other's deficiencies, resulting in fairly small deviations of \( Q \) and \( \omega_0 \) from their design values. Owing to these advantages, the DABP filter is a highly recommended configuration.

Synthesis Using FDNRs

As an example of active filter synthesis using FDNRs, consider the RLC filter of Fig. 4.18a. Low-frequency signals make \( L \) a short circuit and \( C \) an open, so these...
signals are passed. High-frequency signals make \( L \) an open and \( C \) a short, so they are rejected twice, indicating a second-order low-pass response. Since \( L \) is not a grounded inductance, we cannot replace it with a simulated one. This obstacle is avoided by the artifice of dividing each element value in the original network by \( j\omega \). This transforms resistances into capacitances, inductances into resistances, and capacitances into \( D \) elements as

\[
\begin{align*}
\frac{R}{j\omega} &\rightarrow \frac{1}{j\omega R^{-1}} & \text{(capacity of value } R^{-1}) & \quad (4.13a) \\
\frac{j\omega L}{j\omega} &\rightarrow L & \text{(resistance of value } L) & \quad (4.13b) \\
\frac{1/j\omega C}{j\omega} &\rightarrow \frac{1}{\omega^2 C} & \text{(D element of value } C) & \quad (4.13c)
\end{align*}
\]

The transformed network is shown in Fig. 4.18b. It can be proven that dividing all the impedances of a network by the same factor yields a modified network with the same transfer function as the original one. Consequently, the modified circuit of Fig. 4.18b not only retains the original response, but is also realizable with a GIC since the transformation has eliminated the floating inductance while creating a grounded \( D \) element, which is amenable to GIC simulation.

\begin{figure}
\centering
\includegraphics[width=\textwidth]{fig4.18.png}
\caption{Low-pass RLC filter prototype and its CRD equivalent.}
\end{figure}

**Example 4.9.** Using the RLC circuit of Fig. 4.18a as a prototype, design a GIC low-pass filter with \( f_0 = 1 \text{ kHz} \) and \( Q = 5 \).

**Solution.** The transformed circuit of Fig. 4.18b gives, by the voltage divider formula,

\[
V_o/V_i = \frac{(-1/\omega^2 C)/(1/\omega R^{-1} + L - 1/\omega^2 C)}{1/(1 - \omega^2 LC + j\omega RC)} = H_{LP},
\]

where

\[
\omega_0 = 1/\sqrt{LC} \quad Q = \sqrt{L/C/R}
\]

Let the capacitance denoted as \( R^{-1} \) be 100 nF. Since \( Q_{\omega_0} = 1/RC \), the value of the \( D \) element is \( R^{-1}/Q_{\omega_0} = (100 \times 10^{-9})/(5 \times 10^{-9}) = 10^{-4}/\pi \times 10^{-9} \). Finally, the resistance denoted as \( L \) is \( 1/\omega_0 C = 1/(2\pi \times 10^{-9} \times 10^{-1}/\pi) = 7.958 \text{ k}\Omega \) (use 8.06 k\Omega, 1%).

\begin{figure}
\centering
\includegraphics[width=\textwidth]{fig4.19.png}
\caption{Low-pass filter using an FDNR.}
\end{figure}

Next, specify the components of the GIC, using equal components to simplify inventory. Let \( C_1 = C_2 = 10 \text{ nF} \). By Eq. (4.12b), \( R_2 = R_4 = D/C_2 C_4 = (10^{-11}/\pi)/(10^{-3})^2 = 31.83 \text{ k}\Omega \) (use 31.6 k\Omega, 1%). The circuit is shown in Fig. 4.19.

**Remark.** In order to provide a dc path for the tiny inverting-input bias current of \( OA_2 \), a resistive termination is required. This is performed by the 1-M\Omega resistance, whose large value will have little effect on filter performance over the frequency range of interest.

A good choice for the op amps is a FET-input dual op amp. To avoid output loading, a buffer can be used.

### 4.4 Direct Design

The interstage isolation properties of cascaded filters, while desirable from the viewpoint of modularity, render the overall response particularly sensitive to individual-stage parameter variations stemming from tolerance, thermal drift, and aging. Of special concern are the high-Q stages, where even a small component variation in a single stage may drastically alter the response of the entire cascade. On the other hand, it has long been recognized that RLC filters of the doubly terminated ladder type enjoy the lowest sensitivities to component variations. The ladder structure is a tightly coupled system in which sensitivity is spread out over its elements as a group rather than being confined to specific ones. Sensitivity considerations, together with the wealth of knowledge available in the area of passive RLC network synthesis, provide the motivation for the ladder simulation approach.

The starting point is a passive RLC ladder prototype, which is designed using suitable filter tables or computer programs. The filter is then realized in active form by replacing its inductors with simulated ones, that is, with active circuits specifically designed to simulate inductance behavior. The resulting active network retains the low-sensitivity advantages of its RLC prototype, a feature that makes it suited to applications with stringent specifications.
Figure 4.20 shows the general form of a doubly terminated, series-resonant RLC ladder, one of the most frequently used RLC prototypes in active filter synthesis. Physically, its behavior is explained as follows. At low frequencies, where the inductances act as shorts and the capacitances as opens, the ladder provides a direct signal path from input to output. Low-frequency signals are thus passed, and the dc gain is $R/(R + R) = 1/2$. At high frequencies, where the capacitances act as shorts, the ladder becomes predominantly inductive and, as such, it presents considerable impedance to signal propagation. Thus, high-frequency signals are attenuated.

At intermediate frequencies, due to the series resonance of the LC elements in each leg, the response exhibits a series of notches, one for each leg. Consequently, the ladder provides a low-pass response with notches, or an elliptic low-pass response. The order of the response is twice the number of legs plus 1, that is, $n$ is odd. If the rightmost inductance is decreased by 1 and becomes even, suppressing the inductances in the ladder legs eliminates the resonances and therefore the stopband notches. This reduced ladder version, referred to as all-pole ladder, can then be used to synthesize the Butterworth, Chebyshev, or Bessel responses.

The individual element values are tabulated in filter handbooks and can be calculated by computer. Table 4.2 shows an example of tabulated data. Element values for doubly terminated Butterworth and Chebyshev low-pass filters.

**Low-Pass Filter Design**

As is the case for the ladder of Fig. 4.20, the ladder is not amenable to GIC simulation because it contains floating inductances. This obstacle is overcome by applying the $1/j\omega$ transformation discussed in Section 4.3, after which the resistances are changed to capacitances, the inductances to resistances, and the capacitances to $D$ elements. The resulting CRD structure is then simulated with grounded FDNRs.

In addition to applying the $1/j\omega$ transformation, we must also frequency-scale the normalized ladder elements to achieve the desired cutoff frequency, and impedance-scale the resulting elements to obtain practical values in the final circuit. The three steps can be carried out at once via the following transformations:

$$C_{\text{new}} \equiv \frac{1}{k_1} C_{\text{old}} \quad (4.14a)$$

$$R_{j(\text{new})} = (k_1/\omega_0) R_{j(\text{old})} \quad (4.14b)$$

$$D_{j(\text{new})} = (1/k_1\omega_0) D_{j(\text{old})} \quad (4.14c)$$

**Example 4.10.** Figure 4.21 (top) shows a ladder prototype suitable for the GIC realization of a sharp-cutoff smoothing filter for audio DAC converters. The ladder provides a seventh-order Cauer low-pass response with $A_{\text{max}} = 0.28$ dB and $A_{\text{min}} = 60$ dB at $f_s = 1252f_c$. Design an FDNR implementation with $f_s = 15$ kHz.

**Solution.** First convert the normalized RLC prototype to a CRD network. Let $f_s = 1252f_c$. Design an FDNR implementation with $f_s = 15$ kHz.
Finally, we find the elements in the FDNRs. Let us use the FDNRs of Fig. 4.16 with \( R_s = 10 \, \text{k\Omega} \). Then, Eq. (4.12b) gives, for the leftmost FDNR, \( R_1 = D/C^2 = 1.281 \times 10^{-4} / (10^{-9})^2 = 12.81 \, \text{k\Omega} \) (use 12.7 k\Omega, 1%). We similarly calculate the remaining FDNRs and end up with the realization of Fig. 4.21 (bottom), where the resistances have been rounded off to 1% standard values.

Note again the use of the 1-M\Omega resistance at the input end to provide a dc path for the op amps. To ensure a dc gain of \( \frac{1}{3} \) V/V, this resistance must be counterbalanced by a 1.061-M\Omega resistance at the output. To avoid loading problems, an output buffer is used. The FDNRs can be implemented with dual FET-input op amps. If desired, each FDNR can be tuned by adjusting one of its resistances.

**High-Pass Filter Design**

The ladder network of Fig. 4.20, though of the low-pass type, can also serve as a prototype for high-pass filters provided we replace the inductances with capacitances, the capacitances with inductances, and use reciprocal element values to maintain frequency normalization at 1 rad/s. The transformed network provides a response with characteristics reciprocal to the original one, that is, a Cauer high-pass response with a cutoff frequency of 1 rad/s and with notches located at reciprocal positions of the low-pass prototype. Suppressing the capacitances in the legs of the transformed ladder eliminates the stopband notches. This reduced ladder can then be used to synthesize the Butterworth, Chebyshev, or Bessel responses.

In either case, the inductances of the transformed ladder are of the grounded type and as such can be simulated with GICs. After the low-pass to high-pass transformation, the elements must be frequency-scaled to the desired cutoff frequency and impedance-scaled to practical impedance levels. The three steps can be carried out at once via the following transformations:

\[
R_{\text{new}} = k z / R_{\text{old}} \quad (4.15a)
\]

\[
C_{j(j\text{new})} = 1 / (k z \omega C_{j(j\text{old})}) \quad (4.15b)
\]

\[
L_{j(j\text{new})} = k_z / (\omega C_{j(j\text{old})}) \quad (4.15c)
\]

where the meaning of the notation is similar to Eq. (4.14).

**Example 4.11** Design an elliptic high-pass filter with \( f_c = 300 \, \text{Hz} \), \( f_n = 150 \, \text{Hz} \), \( A_{\text{max}} = 0.1 \, \text{dB} \), and \( A_{\text{min}} = 40 \, \text{dB} \).

**Solution.** Using standard filter tables or filter-design computer programs, it is found that the specifications can be met with a fifth-order filter whose low-pass prototype has the element values of Fig. 4.22 (top). The actual attenuation at the edge of the stopband is \( A(f_c) = 43.4 \, \text{dB} \).

Let us arbitrarily impose \( R_{\text{new}} = 100 \, \text{k\Omega} \), so \( k = 10^5 \), by Eq. (4.15a). Using Eq. (4.15b), \( C_{\text{new}} = 1 / (10^5 \times 2\pi \times 300 \times 1.02789) = 5.161 \, \text{nF} \). Using Eq. (4.15c), \( L_{\text{new}} = 10^5 / (2\pi \times 300 \times 1.21517) = 43.658 \, \text{H} \). Applying similar transformations to the other elements we end up with the high-pass ladder of Fig. 4.22 (center). Finally, we find the elements in the GICs. Let \( C = 10 \, \text{nF} \) and impose equal resistances. Then, Eq. (4.11) requires, for the leftmost GIC, \( R_1 = R_3 = R_5 = 10 \, \text{k\Omega} \). Likewise, the resistances for the other GIC are found to be 7.32 \, \text{k\Omega} . The final circuit is shown in Fig. 4.22 (bottom), where the resistances have been rounded off to 1% standard values. To avoid output loading, a voltage buffer can be used.
THE SWITCHED CAPACITOR

The filters investigated so far, known as continuous-time filters, are characterized by the fact that $H_0$ and $Q$ are usually controlled by component ratios and $\omega_0$ is controlled by component products. Though ratios can easily be maintained with temperature and time by using devices with adequate tracking capabilities, products are inherently more difficult to control. Moreover, IC processes do not lend themselves to the fabrication of resistances and capacitances with the magnitudes ($10^3$ to $10^9 \ \Omega$ and $10^{-9}$ to $10^{-6} \ \text{F}$) and accuracies (% or better) typically required in audio and instrumentation applications.

If filter functions are to coexist with digital functions on the same chip, filters must be realized with the components that are most natural to VLSI processes, namely, MOS transistors and small MOS capacitors. This constraint has led to the development of switched-capacitor (SC) filters, which simulate resistors by periodically operating MOS capacitors with MOSFET switches, and produce time constants that depend on capacitance ratios rather than $R-C$ products.

To illustrate, let us start with the basic MOSFET-capacitor arrangement of Fig. 4.23a. The transistors are n-channel enhancement types, characterized by a low channel resistance (typically $<10^3 \ \Omega$) when the gate voltage is high, and a high resistance (typically $>10^1 \ \Omega$) when the gate voltage is low. With an off/on ratio this high, a MOSFET can be regarded for all practical purposes as a switch. If the gates are driven with nonoverlapping out-of-phase clock signals of the type in Fig. 4.23b, the transistors will conduct on alternate half cycles, thus providing a single-pole double-throw (SPDT) switch function with break-before-make characteristics.

Referring to the symbolic switch representation of Fig. 4.24a and assuming $V_1 > V_2$, we observe that flipping the switch to the left charges $C$ to $V_1$, and flipping it to the right discharges $C$ to $V_2$. The net charge transfer from $V_1$ to $V_2$ is $\Delta Q = C(V_1 - V_2)$. If the switch is flipped back and forth at a rate of $f_{CK}$ cycles per second, the charge transferred in 1 second from $V_1$ to $V_2$ defines an average current.
where $\omega_{\text{CK}} = 2\pi f_{\text{CK}}$, then current flow from $V_1$ to the summing node can be regarded as continuous, and $\omega_0$ is found by substituting $R_{\text{eq}}$ into Eq. (4.18),

$$\omega_0 = \frac{C_1}{C_2} f_{\text{CK}}$$  \hspace{1cm} (4.20)

This expression reveals three important features that hold for SC filters in general, not just for SC integrators:

1. There are no resistors. This is highly desirable from the viewpoint of IC fabrication, since monolithic resistors are plagued by large tolerances and thermal drift, and also take up precious chip area. Switches, on the other hand, are implemented with MOSFETs, which are the basic ingredients of VLSI technology and occupy very little chip area.

2. The characteristic frequency $\omega_0$ depends on capacitance ratios, which are much easier to control and maintain with temperature and time than R-C products. With present technology, ratio tolerances as low as 0.1% are readily achievable.

3. The characteristic frequency $\omega_0$ is proportional to the clock frequency $f_{\text{CK}}$, indicating that SC filters are inherently of the programmable type. Varying $f_{\text{CK}}$ will shift the response up or down the frequency spectrum. If, on the other hand, a fixed and stable characteristic frequency is desired, $f_{\text{CK}}$ can be generated with a quartz crystal oscillator.

Equation (4.20) also shows that by judicious choice of the values of $f_{\text{CK}}$ and the $C_1/C_2$ ratio, it is possible to avoid undesirably large capacitances even when low values of $\omega_0$ are desired. For instance, with $f_{\text{CK}} = 1$ kHz, $C_1 = 1$ pF, and $C_2 = 15.9$ pF, the SC integrator gives $f_0 = (1/2\pi)(1/15.9)10^3 = 10$ Hz. An RC integrator with the same $f_0$ could be implemented, for instance, with $R_1 = 1.59$ M$\Omega$ and $C_2 = 10$ nF. Fabricating these components monolithically and maintaining the value of their product within 0.1% would be unrealistic. Current SC filters use capacitances in the range of 0.1 pF to 100 pF, with the 1-pF to 10-pF range being the most common. The upper limit is dictated by die area considerations, and the lower limit by parasitic capacitances of the SC structure.

To minimize the effect of parasitic capacitances and also increase circuit versatility, practical SC integrators are implemented with SPDT switch pairs, in the manner of Fig. 4.26. In Fig. 4.26a, flipping the switches down discharges $C_1$ to zero, and flipping the switches up charges $C_1$ to $V_1$. Current will thus flow into the summing junction of the op amp if $V_1 > 0$, and out if $V_1 < 0$, indicating that the inverter is of the inverting type.
Practical Limitations of SC Filters

There are some important limitations that we need to be aware of when applying SC filters. First, there are limits on the permissible range of $f_{CK}$. The upper limit is dictated by the quality of the MOS switches and the speed of the op amps. Taking 10 pF as a typical switched capacitance and 1 kΩ as a typical resistance of a closed MOS switch, we observe that the time constant is on the order of $10^3 \times 10^{-11} = 10$ ns. Considering that to charge a capacitance to within 0.1% of its final voltage takes about seven time constants ($e^{-7} \approx 10^{-3}$), it follows that the minimum time interval between consecutive switch commutations is on the order of $10^2$ ns. This also happens to be the typical time it takes for the step response of a MOS op amp to settle within 0.1% of its final value. Consequently, the upper limit for $f_{CK}$ is in the megahertz range.

The lower practical limit for $f_{CK}$ is dictated by the leakage of open MOS switches and the input bias currents of op amps, both of which tend to discharge the capacitors and, hence, to destroy the accumulated information. At room temperature these currents are in the picocammere range. Assuming a maximum acceptable drop of 1 mV across a capacitor of 10 pF, we have $f_{CK} \geq (1 \text{ pA})/[(10 \text{ pF}) \times (1 \text{ mV})] = 10^5$ Hz. In summary, the permissible clock range is typically $10^5$ Hz $< f_{CK} < 10^6$ Hz.

The other important limitation of SC filters stems from their discrete-time rather than continuous-time operation. This is evidenced in Fig. 4.27, which shows the input and output waveforms for the noninverting integrator of Fig. 4.26a. Time has been divided into equal intervals according to the clock period $T_{CK}$. Referring to the actual circuit, we observe that $\phi$ pulses charge $C_1$ to $v_1$, while $\phi'$ pulses pull the charge accumulated in $C_1$ out of $C_2$, causing a step increase in $v_o$. Because of nonzero switch resistance, this step is gradual.

Letting $n$ denote an arbitrary clock period, we have $v_o[nT_{CK}] = v_o[(n-1)T_{CK}] + \Delta Q[(n-1)T_{CK}]/C_2$, or

$$v_o[nT_{CK}] = v_o[(n-1)T_{CK}] + \frac{C_1}{C_2} v_1[(n-1)T_{CK}]$$

where $\Delta Q[(n-1)T_{CK}] = C_1 v_1[(n-1)T_{CK}]$ denotes the charge accumulated by $C_1$ during the previous $\phi$ pulse. Equation (4.21) represents a discrete time sequence relating input and output values, which have been emphasized with dots. A well-known Fourier transform property states that delaying a signal by one clock period $T_{CK}$ is equivalent to multiplying its Fourier transform by $\exp(-j\omega T_{CK})$. Taking the Fourier transforms of both sides of Eq. (4.21) gives

$$V_o(j\omega) = V_o(j\omega)e^{-j\omega T_{CK}} + \frac{C_1}{C_2} V_1(j\omega)e^{-j\omega T_{CK}}$$

Collecting, solving for the ratio $H(j\omega) = V_o(j\omega)/V_1(j\omega)$, and using Euler's identity $\sin \phi = (e^{j\phi} - e^{-j\phi})/2j$, we finally obtain the exact transfer function of the SC noninverting integrator,

$$H(j\omega) = \frac{1}{j\omega/\omega_0} - \frac{\pi\omega/\omega_C}{\sin(\pi\omega/\omega_C)} e^{-j\omega T_{CK}}$$

where $\omega_0 = (C_1/C_2)f_{CK}$ and $\omega_C = 2\pi/T_{CK} = 2\pi f_{CK}$.

We observe that in the limit $\omega_0/\omega_C \to 0$ we obtain the familiar integrator function $H(j\omega) = 1/(j\omega/\omega_0)$, confirming that as long as $\omega_C \gg \omega$, the SC process can be regarded as a continuous-time process. Writing $H(j\omega) = (1/(j\omega/\omega_0)) \times \exp(-j\phi)$ indicates that in general the SC process introduces a magnitude error $\epsilon_m = (\pi\omega/\omega_C)\sin(\pi\omega/\omega_C)$ and a phase error $\epsilon_P = -\pi\omega/\omega_C$. The effect of these errors is illustrated in the linear plots of Fig. 4.28 for a noninverting integrator with $\omega_0 = \omega_C/10$.

The ideal magnitude and phase responses are $|H| = 1/(j\omega/\omega_0)$ and $\phi H = -90^\circ$. The SC integrator deviation increases with $\omega$ until, for $\omega = \omega_C$, the magnitude error becomes infinite and phase undergoes polarity reversal. These results are consistent with well-known sampled-data principles, stating that the effect of sampling a function of time at the rate of $f_{CK}$ samples per second is a replication of its frequency spectrum at integral multiples of $f_{CK}$.

For $\omega \ll \omega_C$, the effect of the magnitude error is similar to the effect of component tolerance or drift in ordinary RC integrators. As such, it may not be detrimental, especially if the performance requirements are not stringent. To contain this error within tolerable limits, the useful frequency range is limited to a couple of decades below $\omega_C$.

The effect of the phase error, however, is critical since it may cause $Q$ enhancement or even instability. One method of compensating for this error is by alternating the clock phasing of consecutive integrators, as we shall see in Section 4.6.
4.6 SWITCHED-CAPACITOR FILTERS

Switched-capacitor filters are based on the integrator configurations of the previous section. As in the case of continuous-time filters, two popular approaches to SC filter synthesis are the cascade approximation and the ladder simulation approach.

Dual-Integrator-Loop Filters

A dual-integrator-loop SC filter can be synthesized by replacing the resistors of a continuous-time prototype with SC equivalents. Figure 4.29 shows the SC implementation of the popular biquad topology of Fig. 3.36. Here OA2 is a lossless noninverting integrator, a function that requires only one op amp when implemented in SC form. We thus have, for \( \omega \ll \omega_{CK} \),

\[
V_{LP} = \frac{1}{j\omega/\omega_0} V_{BP}
\]

where \( \omega_0 = (C_1/C_2)f_{CK} \), by Eq. (4.20). The op amp OA1 forms a lossy inverting integrator, whose equivalent feedback resistance, simulated by \( C_3 \) and the associated switch, sets the value of \( Q \). By Eq. (4.17), this resistance is \( R_Q = 1/C_3f_{CK} \). With the input switches in the position shown, the leftmost capacitance \( C_1 \) is charged to \( V_{LP} - V_i \). Flipping the switches down transfers the charge \( \Delta Q = C_1(V_{LP} - V_i) \) into the summing junction of OA1, so the corresponding average current is \( I_1 = C_1f_{CK}(V_{LP} - V_i) \). Summing currents at this junction gives, for \( \omega \ll \omega_{CK} \),

\[
C_1f_{CK}(V_{LP} - V_i) + C_3f_{CK}V_{BP} + j\omega C_2 V_{BP} = 0
\]

Substituting \( V_{LP} = V_{BP}/(j\omega/\omega_0) \) and collecting gives \( V_{BP}/V_i = H_{OBP}H_{LP} \), where \( H_LP \) and \( H_{OBP} \) are the standard second-order low-pass and band-pass responses, and

\[
\omega_0 = C_1/C_2f_{CK} \quad Q = C_1/C_3 \quad H_{OBP} = Q \quad H_{LP} = 1/V/V \quad (4.24)
\]

EXAMPLE 4.12. Assuming \( f_{CK} = 100 \text{ kHz} \) in the circuit of Fig. 4.29, specify suitable capacitances for a Butterworth low-pass response with \( f_0 = 1 \text{ kHz} \) and a total capacitance of 100 pF or less.

Solution. We have \( C_2/C_1 = f_{CK}/(2\pi f_0) = 15.9 \) and \( C_1/C_3 = 1/Q = \sqrt{2} \). Choose \( C_1 = 1 \text{ pF}, C_2 = 15.9 \text{ pF}, \) and \( C_3 = 1.41 \text{ pF} \).

The realization of Fig. 4.29 is by no means unique, nor is it necessarily the best. In fact (see Problem 4.26), its capacitance spread increases with \( Q \) to the point of making this arrangement unfeasible. Figure 4.30 shows an SC realization with...

---

**FIGURE 4.29**
SC biquad filter.

**FIGURE 4.30**
SC biquad filter with improved capacitance spread.
improved capacitance ratios. The circuit uses an integrator/summer and a noninverting integrator to provide the band-pass and high-pass responses. It can be proved (see Problem 4.27) that
\[
\omega_n = \frac{C_3}{C_2} f_{CK} \quad Q = \frac{C_2}{C_1} \quad H_{BPP} = -1 \sqrt{V/V} \quad H_{BHP} = -\frac{1}{Q} \quad (4.25)
\]

In the next section we investigate the cascade design of higher-order filters using dual-integrator loops, an approach that is particularly attractive when filter specifications are not too stringent. For low-sensitivity applications, the direct synthesis methods discussed next are preferable.

**Ladder Simulation**

Direct SC filter synthesis uses SC integrators to simulate passive RLC ladders. Since it retains the low-sensitivity advantages of ladders, this approach is preferable when filter specifications are more stringent. One of the most frequently used structures is the doubly terminated all-pole ladder of Fig. 4.31, which can be configured for Butterworth, Chebyshev, or Bessel responses, the order \( n \) coinciding with the number of reactive elements present. As we know, the required component values are tabulated in filter handbooks or can be calculated by computer.

We observe that the ladder is a repetitive structure of \( LC \) pairs of the type of Fig. 4.32a. The inductance current is
\[
I_{k-1} = \frac{V_{k-1} - V_k}{j\omega L_{k-1}}
\]

SC integrators are inherently voltage-processing blocks, so to make the above function amenable to SC implementation, we use the artifice of multiplying both sides by a scaling resistance \( R_s \), which converts the current \( I_{k-1} \) to a voltage \( V'_{k-1} = R_s I_{k-1} \), or
\[
V'_{k-1} = \frac{1}{j\omega / j\omega L_{k-1}} \cdot (V_{k-1} - V_k) \quad \omega L_{k-1} = \frac{1}{R_s}
\]

This integration is implemented with an \( L \)-integrator of the type also shown in Fig. 4.32b. By Eq. (4.20), its capacitances must satisfy \( C_0 / C_{L_{k-1}} = \omega L_{k-1} \), or
\[
C_{L_{k-1}} / C_0 = (L_{k-1} / R_s) f_{CK} \quad (4.26)
\]

Next consider the capacitance \( C_4 \), whose voltage is
\[
V_k = \frac{1}{j\omega C_k} (I_{k-1} - I_k)
\]

\[
\begin{align*}
V_k & = \frac{C_4}{C_3} I_k - \frac{1}{j\omega C_k} (I_{k-1} - I_k) \\
& = \frac{C_4}{C_3} V_{k-1} - \frac{1}{j\omega C_k} (V_k - I_k)
\end{align*}
\]

**FIGURE 4.32**

LC ladder section and its realization in SC form.

Multiplying numerator and denominator by \( R_s \) to convert the currents \( I_{k-1} \) and \( I_k \) to the voltages \( V'_{k-1} = R_s I_{k-1} \) and \( V'_k = R_s I_k \), we obtain
\[
V_k = \frac{1}{j\omega / j\omega C_k} (V'_{k-1} - V'_k) \quad \omega C_k = \frac{1}{R_s}
\]

This integration is implemented with a \( C \)-integrator of the type also shown in Fig. 4.32b. By Eq. (4.20), its capacitances must satisfy \( C_0 / C_{C_k} = \omega C_k \), or
\[
C_{C_k} / C_0 = R_s C_3 f_{CK} \quad (4.27)
\]

We thus conclude that if the conditions of Eqs. (4.26) and (4.27) are met, the SC integrators of Fig. 4.32b will simulate the \( LC \) pair of Fig. 4.32a. The by-product variables \( V'_{k-1} \) and \( V_k' \) need not concern us as they are internal to the circuit.

To complete the ladder simulation, we also need SC equivalents of the terminating resistors. This is readily achieved by making the first and last SC integrators of the lossy type. Denoting the capacitances simulating these resistances as \( C_{R} \) and \( C_{R'} \), we have
\[
C_{R} / C_0 = R_s / R_s \quad C_{R'} / C_0 = R_n / R_s \quad (4.28)
\]

For simplicity we can let \( R_s = R_n = 1 \Omega \), after which we get \( C_{R} = C_{R'} = C_0 \).

As an example, Fig. 4.33 shows a fifth-order low-pass SC filter. Since the leftmost reactive element in the ladder prototype is a capacitance, the leftmost integrator is a \( C \)-integrator. The rightmost integrator is either a \( C \)-integrator or an \( L \)-integrator, depending on whether the order \( n \) of the filter is odd (as in the example) or even. Moreover, the leftmost and rightmost integrators must be of the lossy type to simulate the terminating resistances. Note also the alternation in the switch phases of adjacent integrators in order to minimize the effects of sampling delays, as mentioned at the end of the previous section.

**FIGURE 4.31**

Doubly terminated all-pole RLC ladder.
SECTION 4.6

Switched-Capacitor Filters

Direct Synthesis of Low-Pass Filters

Although the element values of Table 4.2 refer to all-pole ladders with an inductance as the leftmost reactive element, they are readily adapted to ladders with a capacitance as the leftmost reactive element, provided we change the column headings from $L_1$, $C_2$, $L_3$, $C_4$, … to $C_1$, $L_2$, $C_3$, $L_4$, … Since the tabulated RLC values are normalized for a cutoff frequency of 1 rad/s, they must be frequency-scaled before Eqs. (4.26) and (4.27) can be applied. As discussed in Section 4.4, this requires dividing all reactive values by the cutoff frequency $\omega_c$. Assuming $R_c = 1 \Omega$, the above equations become

$$
\frac{C_k}{C_0} = \left(\frac{\omega_c}{\omega_k}\right)^2 \frac{C_k}{C_0} = \left(\frac{\omega_c}{\omega_k}\right)^2
$$

where $C_k$ and $L_k$ represent the $k$th normalized reactive element values of the filter prototype.

EXAMPLE 4.13. In the circuit of Fig. 4.33, specify capacitances for a fifth-order Butterworth low-pass response with $f_c = 1$ kHz and $f_{cz} = 100$ kHz.

Solution. From Table 4.2 we find the following normalized element values: $C_1 = C_3 = 0.618$, $C_1 = 2.000$, and $L_2 = L_4 = 1.618$. Using Eq. (4.29), we obtain $C_{1c}/C_0 = 0.618 / 2\pi = 9.836$, $C_{3c}/C_0 = 1.618 \times 10^{-3} \times 2\pi = 25.75$, etc., and $C_k/C_0 = 1$. A set of capacitances meeting the above constraints is $C_k = C_k = C_1 = 0$, $C_2 = 9.84$ pF, $C_3 = 25.75$ pF, and $C_4 = 31.83$ pF.

Direct Synthesis of Band-Pass Filters

The low-pass ladder of Fig. 4.31 can also serve as the prototype for other responses. For example, replacing each capacitance by an inductance and vice versa, and using reciprocal element values, the ladder becomes of the high-pass type. Replacing each inductance in the original ladder by a parallel LC pair yields a low-pass response with notches, that is, an elliptic low-pass response. Replacing each capacitance in the original ladder by a parallel LC pair and each inductance by a series LC pair yields a band-pass response. Replacing each capacitance in the original ladder by a series LC pair and each inductance by a parallel LC pair yields a band-reject response.

Once the ladder has been transformed, we write circuit equations for each node and branch, and use resistance scaling to convert currents to voltages to render the equations amenable to SC simulation. We shall illustrate the procedure for the band-pass case.

The ladder of Fig. 4.34 (top) is a second-order low-pass prototype.

The ladder becomes of the high-pass type. Replacing each inductance in the original ladder by a parallel LC pair yields a low-pass response with notches, that is, an elliptic low-pass response. Replacing each capacitance in the original ladder by a parallel LC pair and each inductance by a series LC pair, we end up with the fourth-order band-pass ladder of Fig. 4.34 (center). RLC filter theory states3 that to achieve a center frequency of 1 rad/s with a normalized bandwidth BW, the element values of the transformed ladder must be related to those of the low-pass prototype as

$$
C_{1\text{new}} = C_{1\text{old}}/BW \quad L_{1\text{new}} = BW/C_{1\text{old}} \\
C_{2\text{new}} = BW/L_{2\text{old}} \quad L_{2\text{new}} = L_{2\text{old}}/BW
$$

where the low-pass elements are referred to as old, and the band-pass ones as new. The former are tabulated in filter handbooks.

FIGURE 4.34

Fourth-order band-pass filter. Top: second-order RLC prototype; center: fourth-order RLC equivalent; and bottom: SC realization.
Let us now develop the necessary circuit equations. By KCL, \( V_1 = \frac{1}{j\omega C_1} (V'_1 - V'_2 - V'_3) \) and \( \omega C_1 = \frac{1}{R_2 C_1} \).

By Ohm’s law, \( I_2 = V_1 / j\omega L_1 \). Multiplying both sides by \( R \) gives

\[ V'_2 = \frac{1}{j\omega L_1} V_1 \quad \omega L_1 = \frac{1}{L_1/R_2} \]

By Ohm’s law, \( I_3 = (V_1 - V_2) / j\omega L_2 \), or

\[ V'_3 = \frac{1}{j\omega L_2} (V_1 - V_2) \quad \omega L_2 = \frac{1}{L_2/R_2} \]

By KVL, \( V_2 = V_o + I_3 / j\omega C_2 \), or

\[ V_2 = V_o + \frac{1}{j\omega C_2} V'_3 \quad \omega C_2 = \frac{1}{R_2 C_2} \]

All equations are realizable with the SC integrators of Section 4.5. An actual implementation is shown in Fig. 4.34 (bottom). The SC capacitance ratios are found via Eq. (4.29) with \( \omega_0 \) replaced by the desired center frequency \( \omega_0 \).

**Example 4.14.** Specify capacitances in Fig. 4.34 (bottom) for a fourth-order 0.1-dB Chebyshev band-pass response with \( f_0 = 1 \text{ kHz}, \) \( BW = 600 \text{ Hz}, \) and \( f_{cK} = 100 \text{ kHz}. \)

**Solution.** From Table 4.2 we find the following low-pass prototype element values:

- \( C_1 = 0.84304 \) and \( L_2 = 0.62201 \). The normalized bandwidth is \( BW = 600/1000 = 0.6 \), so the normalized band-pass ladder elements are \( C_1 = 0.84304/0.6 = 1.405, \) \( L_1 = 0.6/0.84304 = 0.712, \) \( L_2 = 0.62201/0.6 = 1.037, \) and \( C_2 = 0.6/0.62201 = 0.964. \)

Using \( R_1 = R_2 = 1 \Omega, \) and \( C_R = C_R = C_0 = 1 \) pF, we find

- \( C_{C1} = \frac{10^2 C_1}{2\pi 10^5} = 15.92, \)
- \( C_1 = 15.92 \times 1.405 = 22.36 \text{ pF}, \)
- \( C_{L1} = 15.92 \times 0.712 = 11.33 \text{ pF}, \)
- \( C_{L2} = 16.51 \text{ pF}, \) and \( C_{C2} = 14.81 \text{ pF}. \)

Switched-capacitor ladder filters are available in a variety of configurations, both in stand-alone form and as part of complex systems such as Codecs. Stand-alone filters are usually preconfigured for commonly used responses, such as the eighth-order Butterworth, Cauer, and Bessel responses provided by the SC filters of the LTC1064 series (Linear Technology).

### 4.7 Universal SC Filters

Universal SC filters use the dual-integrator-loop configuration to provide the basic second-order responses. These responses can then be cascaded to implement higher-order filters. Two popular and well-documented examples are the LTC1060 (Linear Technology) and the MF10 (National Semiconductor).

#### The MF10 Universal SC Filter

The MF10 filter, whose block diagram is shown in Fig. 4.35, consists of two dual-integrator-loop sections, each equipped with an uncommitted op amp to add versatility and facilitate cascading. Each section can independently be configured for the low-pass, band-pass, high-pass, notch, and all-pass responses by means of external resistances. Though these resistances could have been synthesized on-chip using SC techniques, placing them under the control of the user increases the versatility of the circuit. Furthermore, filter parameters are made to depend on resistance ratios, rather than on absolute values, to take advantage of component trackability.

The integrators are of the noninverting type, with the transfer function

\[ H(f) = \frac{1}{1 + jf/f_1} \]  

![FIGURE 4.35](image-url)
EXAMPLE 4.15. In the circuit of Fig. 4.36, specify suitable resistances for a band-pass response with $f_0 = 1 \text{ kHz}$, $BW = 50 \text{ Hz}$, and $H_{OBP} = 20 \text{ dB}$.

Solution. Impose $R_3/R_2 = Q = f_0/BW = 10000/50 = 200$, and $R_1/R_2 = H_{OBP} = 10^2/20 = 10$. Pick $R_1 = 20 \text{ kΩ}$, $R_2 = 10 \text{ kΩ}$, $R_3 = 200 \text{ kΩ}$, $f_{CK} = 100 \text{ kHz}$, and tie the 50/100/CL pin to ground to make $f_1 = f_{CK}/100$.

The mode of Fig. 4.37 is referred to as the state-variable mode because it provides the high-pass, band-pass, and low-pass responses by direct consecutive integrations. One can readily show (see Problem 4.29) that, if $f \ll f_{CK}$, the circuit gives $V_{HP}/V_i = H_{OBP} H_{BP}$, $V_{BP}/V_i = H_{OBP} H_{BP}$, and $V_{LP}/V_i = H_{OLP} H_{LP}$, where

$$f_0 = f_{1}/\sqrt{R_2/R_4} \quad Q = (R_1/R_2)\sqrt{R_2/R_4}$$

$$H_{OBP} = -R_2/R_1 \quad H_{OBP} = -R_3/R_1 \quad H_{OLP} = -R_4/R_1$$

Note that in this mode both $f_1$ and $f_0$ coincide with the integration unity-gain frequency $f_1 = f_{CK}/100(50)$.
can readily show (see Problem 4.29) that, if $f \ll f_{CK}$, the circuit gives

$$\frac{V_o}{V_i} = H_{ON} = \frac{1 - (f/f_0)^2}{1 - (f/f_0)^2 + (jf/f_0)/Q}$$

$$f_0 = f_1 \sqrt{R_2/R_4} \quad f_z = f_1 \sqrt{R_H/R_L} \quad Q = R_3/R_2 \sqrt{R_2/R_4} \quad (4.35a)$$

$$H_{ON} = \frac{R_3 R_4}{R_1 R_2} \quad H_{HBP} = -\frac{R_3}{R_1} \quad H_{LBP} = -\frac{R_4}{R_1} \quad (4.35b)$$

Depending on how one specifies the various resistances, the notch can be of the high-pass or low-pass type, and it can be utilized in the synthesis of Cauer filters. When cascading, the high-pass and low-pass outputs of a given section can be combined by means of the input amplifier of the following section, thus reducing the number of external op amps to one, that of the last section.

Cascade Design

Dual-integrator-loop sections can be cascaded to synthesize higher-order filters. If we drive all sections with the same clock, the overall filter will be programmable, since varying $f_{CK}$ will translate all responses up or down the frequency spectrum without affecting their Qs or gains. The resonance frequencies of the individual sections may require shifting with respect to the characteristic frequency of the overall filter. This is accomplished by means of $R_4$, as demonstrated by Eqs. (4.34a) and (4.35a). Following are a few cascade-design examples; others can be found in the manufacturer’s literature.

EXAMPLE 4.16. Using the MF10 filter, design a fourth-order 1.0-dB Chebyshev low-pass filter with $f_e = 2$ kHz and 0-dB dc gain.

Solution. Let $f_{CK} = 100 f_e = 200$ kHz. From Table 4.1 we find that the following individual-stage parameters are needed: $f_{1e} = 0.993 f_e$, $Q_1 = 3.559$, $f_{2e} = 0.529 f_e$, and $Q_2 = 0.785$. Let section $A$ be the low-Q stage, and section $B$ the high-Q stage, and let us cascade them in the order to maximize filter dynamics. Since both sections require frequency shifting with respect to $f_e$, we use the configuration of Fig. 4.37.

By Eq. (4.34b), $R_{3A}/R_{4A} = 0.529$ or $R_{4A}/R_{3A} = 0.2798$. $R_{3A}/R_{2A} = Q/A/\sqrt{R_{3A}/R_{4A}} = 0.785/0.529 = 1.484$. $R_{3A}/R_{4A} = |H_{0BP}| = 1$. Let $R_{1A} = R_{4A} = 20$ kΩ. Then, $R_{3A} = 5.60 \, kΩ$ and $R_{2A} = 8.30 \, kΩ$. Likewise, we find $R_{1B} = R_{4B} = 20$ kΩ, $R_{3B} = 19.7 \, kΩ$, and $R_{2B} = 70.7 \, kΩ$. The final circuit is shown in Fig. 4.39, where the resistances have been rounded off to 1% standard values. For optimum performance, bypass the power supplies with 0.1-μF disk capacitors right at the supply pins.

EXAMPLE 4.17. Design an elliptic low-pass filter meeting the following specifications:

- $f_e = 1$ kHz, $f_1 = 2$ kHz, $A_{max} = 0.1$ dB, $A_{min} = 50$ dB, and 0-dB dc gain.

Solution. The aforementioned FILDES program indicates that we need a fourth-order filter with the following individual-stage parameters:

- $f_{01} = 0.5650$ kHz, $f_{11} = 2.1432$ kHz, $Q_1 = 0.8042$
- $f_{02} = 0.9966$ kHz, $f_{12} = 4.9221$ kHz, $Q_2 = 4.1020$

Moreover, the actual attenuation at 2 kHz is 51.9 dB.
PROBLEMS

4.1 Filter approximations

4.1 (a) Find \( n \) for a low-pass Butterworth filter with \( A_{\text{max}} = 1 \) dB, \( A_{\text{min}} = 20 \) dB, and \( \omega_0/\omega_n = 1.2 \). (b) Find the actual value of \( A(\omega_0) \). (c) Find \( A_{\text{max}} \) so that \( A(\omega_0) = 20 \) dB exactly.

4.2 Using Eq. (4.5), find \( n \) for a low-pass Chebyshev response with the same specifications as the Butterworth response of Example 4.1.

4.3 Using Eq. (4.6), find the passband frequencies at which the gain of a seventh-order 0.5-dB Chebyshev filter exhibits its peaks and valleys, as well as the gain at 2\( \omega_n \) and 10\( \omega_n \).

4.4 (a) Sketch the magnitude plots of the Butterworth and Chebyshev responses for \( n = 5 \) and \( A_{\text{max}} = 1 \) dB. (b) Compare the attenuations provided at \( \omega = 2\omega_n \).

4.5 The normalized third-order Butterworth low-pass response is \( H(s) = 1/(s^3 + 2s^2 + 2s + 1) \). (a) Verify that it satisfies Eq. (4.4) with \( \epsilon = 1 \). (b) Show that if \( k_1 = 0.14537 \) and \( k_2 = 2.5468 \), the single-op-amp filter of Fig. P4.5 implements the third-order Butterworth response with \( \omega = 1/RC(k_1k_2)^{1/3} \). (c) Specify components for \( f_c = 1 \) kHz.

4.6 The normalized fourth-order Butterworth low-pass response can be factored as \( H(s) = (s^2 + 2s + 1)/(s^2 + s(2 + \sqrt{5})/2 + (1/2)^{1/2}) \). (a) Verify that it satisfies the condition of Eq. (4.4) with \( \epsilon = 1 \). (b) Design a fourth-order Butterworth low-pass filter with \( f_c = 880 \) Hz and \( H_0 = 0 \) dB.

4.7 A drawback of the implementation of Fig. 4.7 is its high capacitance spread, especially in the high-Q stage. This can be avoided by using \( K > 1 \). Redesign the filter so that the capacitance spread is kept below 10 while still ensuring 0-dB dc gain.

4.8 The smoothing filter of Fig. 4.7 is adequate for moderate performance requirements. Ultra-high fidelity audio applications require lower passband ripple and even sharper cutoff characteristics. For a 40-kHz sampling rate, these demands can be met with a tenth-order 0.25-dB Chebyshev low-pass filter having \( f_c = 15 \) kHz. Such a filter provides \( A(20 \text{kHz}) = 50.5 \text{ dB} \) with a -3-dB frequency of 15.35 kHz. The individual-stage parameters are: \( f_{01} = 3.972 \text{ kHz} \), \( Q_{1} = 0.627 \), \( f_{02} = 5.262 \text{ kHz} \), \( Q_{2} = 1.318 \), \( f_{03} = 11.080 \text{ kHz} \), \( Q_{3} = 2.444 \), \( f_{04} = 13.744 \text{ kHz} \), \( Q_{4} = 4.723 \), \( f_{05} = 15.158 \text{ kHz} \), and \( Q_{5} = 15.120 \). Design such a filter and show your final circuit.

4.9 Using equal-component KRC sections, design a fifth-order Bessel low-pass filter with \( f_c = 1 \) kHz and \( H_0 = 0 \) dB.

4.10 Using KRC sections with \( C_1 = C_2 \) and \( R_1 = R_2 \), design a seventh-order Butterworth low-pass filter with \( f_c = 1 \) kHz and \( H_0 = 20 \) dB.

4.11 Design a fifth-order 1.0-dB Chebyshev high-pass filter with \( f_c = 360 \) Hz and high-frequency gain \( H_0 \) adjustable from 0 to 20 dB. Use equal capacitances throughout.

4.12 A band-pass filter is to be designed with center frequency \( f_0 = 300 \text{ Hz} \), \( A(300 \pm 10 \text{ Hz}) = 3 \text{ dB} \), \( A(300 \pm 40 \text{ Hz}) = 25 \text{ dB} \), and resonance gain \( H_0 = 12 \text{ dB} \). These specifications can be met with a sixth-order cascade filter having the following
individual-stage parameters: \( f_01 = 288.0 \text{ Hz}, Q_1 = 15.60, H_{\text{amp1}} = 2.567 \text{ V/V}; f_02 = 312.5 \text{ Hz}, Q_2 = 15.60, H_{\text{amp2}} = 2.567 \text{ V/V}; f_03 = 300.0 \text{ Hz}, Q_3 = 15.34, H_{\text{amp3}} = 1.585 \text{ V/V}. \) Design such a filter using three individually tunable multiple-feedback stages.

4.13 Complete the design of Example 4.7, and show the final circuit.

4.14 Using the cascade-design approach, along with the FILDES program, design a 0.5-dB Chebyshev low-pass filter with a cutoff frequency of 10 kHz, a stopband frequency of 20 kHz, a minimum stopband attenuation of 60 dB, and a dc gain of 12 dB. Then, run a PSpice simulation of your circuit, showing the magnitude Bode plots of the individual-stage responses as well as the overall response.

4.3 Generalized impedance converters

4.15 (a) Using the DABP filter of Fig. 4.17b, along with a summing amplifier, design a second-order notch filter with \( f_c = 120 \text{ Hz} \) and \( Q = 20. \) (b) Suitably modify the circuit of part (a) for a second-order all-pass filter with a gain of 20 dB.

4.16 It is desired to design a band-pass filter with \( f_0 = 1 \text{ kHz}, A(f_0 \pm 10 \text{ Hz}) = 3 \text{ dB}, \) and \( A(f_0 \pm 40 \text{ Hz}) \geq 20 \text{ dB}. \) Such a filter can be implemented by cascading two second-order band-pass stages with \( f_{01} = 993.0 \text{ Hz}, f_{02} = 1007 \text{ Hz}, \) and \( Q_1 = Q_2 = 70.7. \) Design an implementation using the DABP filter of Fig. 4.17b. Make provision for frequency tuning of the individual stages.

4.17 (a) Show that Eq. (4.12) holds also for the \( D \) element of Fig. 4.16. (b) Using this element, along with the \( RLC \) prototype of Fig. 4.18a, design a low-pass filter with \( f_0 = 800 \text{ Hz} \) and \( Q = 4. \)

4.18 Provided \( R = \sqrt{2L/C}, \) the circuit of Fig. P4.18 yields a third-order, high-pass Butterworth response with \( -3 \text{ dB frequency } \omega_c = 1/\sqrt{2LC}. \) (a) Specify suitable components for \( f_c = 1 \text{ kHz}. \) (b) Convert the circuit to a GIC realization.

4.19 Show that the circuit of Fig. P4.19 simulates a grounded inductance \( L = R_1 R_3 R_4 C / R_2. \)

4.20 The circuit of Fig. P4.20 simulates an impedance \( Z_1 \) proportional to the reciprocal of \( Z_2. \) Called a \textit{gyrator}, it finds application as an inductance by letting \( Z_2 \) be a capacitance.

(a) Show that \( Z_1 = R^2 / Z_2; \) (b) Using this circuit, design a second-order band-pass filter with \( f_0 = 1 \text{ Hz}, Q = 10, \) and zero output impedance. What is the resonance gain of your circuit?

![FIGURE P4.20](image-url)

4.4 Direct design

4.21 It is desired to design a seventh-order 0.5-dB Chebyshev low-pass filter with a \( -3 \text{ dB frequency } 10 \text{ kHz}. \) From Table 4.2 we find the \( RLC \) element values shown in Fig. P4.21. Using this ladder as a prototype, design an FDNR implementation.

![FIGURE P4.21](image-url)

4.22 Using GICs and the information of Table 4.2, design a seventh-order 1-dB Chebyshev high-pass filter with \( f_c = 500 \text{ Hz}. \)

4.5 The switched capacitor

4.23 Find a relationship between \( V_c, V_1 \) and \( V_2 \) in the circuits of Fig. P4.23 for \( f \ll f_{\text{CK}}, \) and give the circuits' descriptive names.

![FIGURE P4.23](image-url)
Find the transfer function of the circuits of Fig. P4.24 for \( f \ll f_{CK} \), and give the circuits' descriptive names.

**FIGURE P4.24**

4.25 (a) Assuming \( f \ll f_{CK} \), show that the circuit of Fig. P4.25 gives the notch response.  
(b) Assuming \( f_{CK} = 100 \text{ kHz} \), specify capacitances for a 1-kHz notch with \( Q = 10 \).

**FIGURE P4.25**

4.26 (a) Assuming \( f_{CK} = 250 \text{ kHz} \) in the circuit of Fig. 4.29, specify capacitances for a band-pass response with \( f_o = 2 \text{ kHz} \) and \( BW = 1 \text{ kHz} \).  
(b) Repeat, but for \( BW = 100 \text{ Hz} \).  
What do you conclude about the capacitance spread as a function of \( Q \)?

4.27 (a) Derive Eq. (4.25).  
(b) Assuming \( f_{CK} = 200 \text{ kHz} \), specify capacitances in the circuit of Fig. 4.30 for \( f_o = 1 \text{ kHz} \) and \( Q = 10 \).  
(c) Repeat, but for \( Q = 100 \).  
Comment on the capacitance spread.

Using Table 4.2, but with \( C_1, L_2, C_3, \ldots \) as column headings, design a fifth-order 0.1-dB Chebyshev low-pass SC ladder filter with \( f_e = 3.4 \text{ kHz} \) and \( f_{CK} = 128 \text{ kHz} \).

4.7 Universal SC filters

4.29 Derive Eqs. (4.34) and (4.35).  

Consider the circuit obtained from that of Fig. 4.36 by removing \( R_o \), lifting the S1 pin off ground, and applying \( V_i \) to S1, so that only two resistances are used.  
(a) Sketch the modified circuit and show that \( V_{OP}/V_i = -Q_{HP} \) and \( V_{LP}/V_i = -H_{LP} \), with \( f_o \) and \( Q \) given by Eq. (4.33a).  
(b) Specify resistances for \( f_o = 500 \text{ Hz} \) and \( Q = 10 \).

The MF10 configuration of Fig. P4.31 provides the notch, band-pass, and low-pass responses, with the notch frequency \( f_n \) and the resonance frequency \( f_o \) independently tunable by means of the resistance ratio \( R_2/R_4 \). Find expressions for \( f_o, f_n, Q \), and the low-frequency gain.

![Figure P4.31](image-url)
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If you have had the opportunity to experiment with the op amp circuits covered so far, you may have noted that as long as the op amps are operated at moderate frequencies and moderate dc gains there is generally a remarkable agreement between actual behavior and behavior predicted by the ideal op amp model. Increasing frequency or gain, however, is accompanied by a progressive degradation in performance because various limitations come into play. The objectives of the present and following chapters are to study these limitations systematically, to predict their effect on circuit performance, and to find possible cures.

One of the most serious limitations is the fact that the open-loop gain is high only from dc up to a few hertz, and it decreases with frequency thereafter, causing a progressive degradation in closed-loop performance. A related drawback is the fact that there is a limit to how fast an op amp can respond to sudden changes at the input. Frequency- and time-related limitations will be covered in Chapter 6.

Even if the operating frequencies are kept suitably low, other limitations come into play. Generally designated as input-referred errors, they are particularly noticeable in high-dc-gain applications. The most common ones are the input bias current...
The input offset current $I_{OS}$, the input offset voltage $V_{OS}$, and the ac noise densities $e_n$ and $i_n$. Related topics are the thermal drift $TC(V_{OX})$, the common-mode and the power-supply rejection ratios CMRR and PSRR, and gain nonlinearity. These nonidealities are generally impervious to the curative properties of negative feedback, and their effects must be alleviated on a one-to-one basis by other means. Finally, in order for an op amp to function properly, certain operating limits must be respected. These include the maximum operating temperature, supply voltage, and power dissipation, the input common-mode voltage range, and the output short-circuit current. Except for ac noise, which will be covered in Chapter 7, all these limitations are addressed in the present chapter.

However, discouraging all this may sound, you should by no means relinquish your confidence in the ideal op amp model, for it still is a powerful tool for a preliminary understanding of most circuits. Only in the course of a second, more refined analysis does the user examine the impact of practical limitations in order to identify the offenders and apply corrective measures, if needed.

To facilitate our study, we shall concentrate on one limitation at a time, assuming the op amp to be otherwise ideal. In practice, all limitations are present simultaneously; however, assessing their effects individually will allow us to better weigh their relative importance and identify the most critical ones for the application at hand.

In principle, each limitation can be estimated either by calculation or by computer simulation once the op amp’s internal circuit schematic and process parameters are known. An alternative approach is to regard the device as a black box and utilize the information available in the data sheets to model it and then predict its behavior. If the actual performance does not meet the objectives, the designer will either change the circuit approach or select a different device, or a combination of both, until a satisfactory solution is found.

Proper interpretation of data-sheet information is, therefore, an integral part of the design process. In the following sections, this procedure will be illustrated using the 741 data sheets of Appendix SA as a vehicle. Since space does not permit the inclusion of data sheets for other devices, you are encouraged to build your own library of linear products catalogs. Once you have learned to interpret the data sheets of the 741, you can readily extend your skills to the interpretation of other devices.

5.1 SIMPLIFIED OP AMP CIRCUIT DIAGRAM

Even though the data sheets provide all the information the user needs to know, it is instructive to examine the simplified diagram of Fig. 5.1 for an intuitive understanding of how the various op amp limitations originate. This diagram contains the building blocks found in a wide variety of IC op amps, including the popular 741. They are the input stage, the second, or intermediate, stage, and the output stage. The following discussion is based on simple transistor theory, but the unfamiliar reader may skip the rest of this section without serious loss of continuity.

**FIGURE 5.1**

Simplified op amp circuit diagram.

The Input Stage

This stage senses any imbalance between the inverting and noninverting input voltages $v_N$ and $v_P$, and converts it to a single-ended output current $i_{O1}$ according to

$$i_{O1} = g_{m1}(v_P - v_N)$$  \hspace{1cm} (5.1)

where $g_{m1}$ is the input-stage transconductance. This stage is designed to also provide high input impedance and draw negligible input currents. As shown again in Fig. 5.2a, the input stage consists of two matched transistor pairs, namely, the differential pair $Q_1$ and $Q_2$, and the current mirror $Q_3$ and $Q_4$.

The input-stage bias current $i_A$ splits between $Q_1$ and $Q_2$. Ignoring transistor base currents and applying KCL, we have

$$i_{C1} + i_{C2} = i_A$$  \hspace{1cm} (5.2)

For a $pnp$ transistor, the collector current $i_C$ is related to its emitter-base voltage drop $v_{EB}$ by the well-known exponential law,

$$i_C = I_s \exp\left(\frac{v_{EB}}{V_T}\right)$$  \hspace{1cm} (5.3)

where $I_s$ is the collector saturation current and $V_T$ the thermal voltage ($V_T \approx 26$ mV at room temperature). Assuming matched BJTs ($I_{s1} = I_{s2}$), we can write

$$\frac{i_{C1}}{i_{C2}} = \exp\left(\frac{v_{EB1} - v_{EB2}}{V_T}\right) = \exp\left(\frac{v_P - v_N}{V_T}\right)$$  \hspace{1cm} (5.4)

where we have used $v_{EB1} - v_{EB2} = v_{E1} - v_{B1} - (v_{E2} - v_{B2}) = v_{B2} - v_{B1} = v_P - v_N$. 

---

*Figures and equations are not included in this text.*
For sufficiently small imbalances, also referred to as ±0.001 mV. As we know, an
$V_{BE}$ becomes $V_{BE3, VA}$ becomes $V_{BE}$ and $f_{A}$.

The slope, or transconductance, is found as

$$i_{O1} = I_A \tanh \frac{v_P - v_N}{2V_T} \quad (5.5)$$

This function is plotted in Fig. 5.2b.

We observe that under the balanced condition $v_P = v_N$, $I_A$ splits equally be­
tween $Q_1$ and $Q_2$, thus yielding $i_{O1} = 0$. However, any imbalance between $v_P$ and
$v_N$ will divert more of $I_A$ through $Q_1$ and less through $Q_2$, or vice versa, thus yielding
$i_{O1} \neq 0$. For sufficiently small imbalances, also referred to as small-signal conditions,
the transfer characteristic is approximately linear and is expressed by Eq. (5.1).

The slope, or transconductance, is found as $g_{m1} = dV_{O1}/d(v_P - v_N)|_{v_P=v_N}$. The result is

$$g_{m1} = \frac{I_A}{2V_T} \quad (5.6)$$

Overdriving the input stage will eventually force all of $I_A$ through $Q_1$ and none
through $Q_2$, or vice versa, thus causing $i_{O1}$ to saturate at ±$I_A$. The overdrive
conditions are referred to as large-signal conditions. From the figure we see that the
onset of saturation occurs for $v_P - v_N \cong \pm 4V_T \cong \pm 0.001$ mV.

The Second Stage

This stage is made up of the Darlington pair $Q_5$ and $Q_6$, and the frequency-
compensation capacitance $C_e$. The Darlington pair is designed to provide additional
gain as well as a wider signal swing. The capacitance is designed to stabilize the op
amp against unwanted oscillations in negative-feedback applications, a subject to be
addressed in Chapter 8. Since $C_e$ is fabricated on-chip, the op amp is said to be
internally compensated. By contrast, uncompensated op amps require that the com­
pensation network be supplied externally by the user. The 741 op amp is internally
compensated. A popular uncompensated contemporary is the 301 op amp.

The Output Stage

This stage, based on the emitter followers $Q_7$ and $Q_8$, is designed to provide low
output impedance. Though its voltage gain is only approximately unity, its current
gain is fairly high, indicating that this stage acts as a power booster for the second­
stage output.

Transistors $Q_7$ and $Q_8$ are referred to as a push-pull pair because in the presence
of a grounded output load, $Q_7$ will source (or push) current to the load during positive
output voltage swings, whereas $Q_8$ will sink (or pull) current from the load during
during negative swings. The function of the diodes $D_1$ and $D_2$ is to develop a pair of pn-
junction voltage drops suitable for biasing $Q_7$ and $Q_8$ in the forward-active region
and thus minimize crossover distortion at the output.

The Input Stage of the 741 Op Amp

Figure 5.3 shows a more detailed diagram of the 741 input stage. To cope with the
notoriously low current-gain $\beta_F$ of lateral $pnp$ BJTs, the input drive is provided via
the $nnp$ BJTs $Q_1$ and $Q_2$, whose much higher $\beta_F$s ensure a higher input impedance
$r_i$ and lower input currents $I_P$ and $I_N$. These BJTs operate as voltage followers, and
the $pnp$ BJTs $Q_3$ and $Q_4$ form a common-base differential pair. The addition of the
voltage followers halves the transconductance $g_{m1}$, which is now

$$g_{m1} = \frac{I_A}{4V_T} \quad (5.7)$$

Moreover, the large-signal transfer characteristic becomes

$$i_{O1} = I_A \tanh \frac{v_P - v_N}{4V_T} \quad (5.8)$$

As we proceed we shall use the following working values for the 741 op amp:
$I_A = 19.6 \mu A$ and $V_T = 25.9$ mV, so $g_{m1} = 189 \mu A/V$.

SPICE Models

There are various levels at which an op amp can be simulated. In IC design, op amps
are simulated at the transistor level, also called the micromodel level. Such a simu­
lation requires a detailed knowledge of both the circuit schematic and the fabrication
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**Figure 5.2**
Input stage and its transfer characteristic.
process parameters. However, this proprietary information is not easily accessible to the user. Even so, the level of detail may require excessive computation time or may even cause convergence problems, especially in more complex circuit systems.

To cope with these difficulties, simulations by the user are usually carried out at the macromodel level. A macromodel uses a much reduced set of circuit elements to closely match the measured behavior of the finished device while saving considerable simulation time. Like any model, a macromodel comes with limitations, and the user need be aware of the parameters the particular macromodel fails to simulate. Macromodels are available from a number of manufacturers (Analog Devices, Burr-Brown, Comlinear, Linear Technology, Maxim, National Semiconductor, Texas Instruments), and can usually be downloaded via the World Wide Web.

The library file EVAL.LIB that comes with the student version of PSpice includes a 741 op amp macromodel based on the so-called Boyle model of Fig. 5.4. This macromodel has been coded as a subcircuit named /LA741. The user need not be concerned with the actual subcircuit code, though if desired it can be printed out. The user activates the macromodel via the following commands:

```
.lib eval.lib
xoa vP vN vCC vEE vo uA741
```

The first command instructs PSpice to look up the subcircuit in the EVAL.LIB file, and appears only once. The second command activates the /LA741 subcircuit.

At times we may wish to focus on just one particular op amp feature and thus develop an even simpler model on our own. A typical example is offered by the frequency response, to be studied in Chapter 6. Regardless of the model used, a circuit must eventually be breadboarded and tried out in the lab, where its behavior is evaluated in the presence of parasitics and other factors related to actual circuit construction, which computer simulation, unless properly instructed, fails to account for.

### 5.2 INPUT BIAS AND OFFSET CURRENTS

Practical op amps do draw small currents at their input pins. These currents cause errors that may be of concern, depending on the application. The 741 input stage of Fig. 5.3 reveals that \( I_P \) and \( I_N \) are the base currents needed to bias \( Q_1 \) and \( Q_2 \) in the forward-active region. \( Q_1 \) and \( Q_2 \) draw these currents automatically from the external circuitry. In fact, for the op amp to function, each input terminal must be provided with a series dc path through which current can flow (we have seen an example in connection with the OIC of Chapter 4). In the case of purely capacitive termination the input current will charge or discharge the capacitor, making a periodic reinitialization necessary. Barring exceptions to be addressed in the next section, \( I_P \) and \( I_N \) flow into the op amp if its input transistors are npn BJTs or p-channel JFETs, and out of the op amp for pnp BJTs or n-channel JFETs.
Because of unavoidable mismatches between the two halves of the input stage, particularly between the $\beta$'s of $Q_1$ and $Q_2$, $I_P$ and $I_N$ will themselves be mismatched. The average of the two currents is called the input bias current,

$$ I_B = \frac{I_P + I_N}{2} \tag{5.9} $$

and their difference is called the input offset current,

$$ I_{OS} = I_P - I_N \tag{5.10} $$

Usually $I_{OS}$ is an order of magnitude smaller than $I_B$. While the polarity of $I_B$ depends on the type of input transistors, that of $I_{OS}$ depends on the direction of mismatch, so some samples of a given op amp family will have $I_{OS} > 0$, and others $I_{OS} < 0$.

Depending on the op amp type, $I_B$ may range from nanoamperes to femtoamperes. The data sheets report typical as well as maximum values. For the 741C, which is the commercial version of the 741 family, the room-temperature ratings are: $I_B = 80 \text{nA}$ typical, 500 nA maximum; $I_{OS} = 20 \text{nA}$ typical, 200 nA maximum. For the 741E, which is the improved commercial version, $I_B = 30 \text{nA}$ typical, 80 nA maximum; $I_{OS} = 3 \text{nA}$ typical, 30 nA maximum. Both $I_B$ and $I_{OS}$ are temperature dependent, and these dependences are shown in Figs. 5A.8 and 5A.9, found in the appendix at the end of this chapter. The aforementioned OP-77 op amp has $I_B = 1.2 \text{nA}$ typical, 2.0 nA maximum; $I_{OS} = 0.3 \text{nA}$ typical, 1.5 nA maximum.

**Errors Caused by $I_B$ and $I_{OS}$**

A straightforward way of assessing the effect of the input currents is to find the output with all input signals set to zero. We shall illustrate for two representative cases, namely, the cases of resistive and capacitive feedback shown in Fig. 5.5.

Once we understand these cases, we can readily generalize to other circuits. Our analysis assumes that the op amp, aside from the presence of $I_P$ and $I_N$, is ideal.

There are many circuits that, once their active inputs are set to zero, reduce to an equivalent circuit of the type of Fig. 5.5a, including the inverting and noninverting amplifiers, the summing and difference amplifiers, $I-V$ converters, and others. By Ohm's law, the voltage at the noninverting input is $v_O = -I_{P}R_I$. Using the superposition principle, we have $v_O = (1 + R_2/R_1)V_P + R_2I_{N} = R_2I_{N} - (1 + R_2/R_1)R_PI_P$, or $v_O = E_O$, where

$$ E_O = \left(1 + \frac{R_2}{R_1}\right)(R_1 \parallel R_2)I_{N} - R_PI_P \tag{5.11} $$

This insightful form elicits a number of observations. First, in spite of the absence of any input signal, the circuit yields some output $E_O$. We regard this unwanted output as an error or, more properly, as output dc noise. Second, the circuit produces $E_O$ by taking an input error, or input dc noise, and amplifying it by $(1 + R_2/R_1)$, which is aptly called the dc noise gain. Third, this input error consists of two terms, the voltage drop $-R_PI_P$ due to $I_P$ flowing through $R_P$, and the voltage drop $(R_1 \parallel R_2)I_{N}$ due to $I_N$ flowing through the combination $R_1 \parallel R_2$. Fourth, the two terms tend to compensate for each other since they have opposite polarities.

Depending on the application, the error $E_O$ may be unacceptable and one must devise suitable means to reduce it to a tolerable level. Putting Eq. (5.11) in the form

$$ E_O = \left(1 + \frac{R_2}{R_1}\right)((R_1 \parallel R_2)I_{N} - R_PI_P)/2 \tag{5.12} $$

reveals that if we install a dummy resistance $R_P$, as shown, and we impose

$$ R_P = R_1 \parallel R_2 \tag{5.13} $$

then the term involving $I_B$ will be eliminated, leaving

$$ E_O = \left(1 + \frac{R_2}{R_1}\right)(-R_1 \parallel R_2)I_{OS} \tag{5.14} $$

The error is now proportional to $I_{OS}$, which is typically an order of magnitude smaller than either $I_P$ or $I_N$.

$E_O$ can be reduced further by scaling down all resistances. For instance, reducing all resistance by a factor of 10 will leave gain unaffected, but will cause a tenfold reduction in the input error $-(R_1 \parallel R_2)I_{OS}$. Reducing resistances, however, increases power dissipation, so a compromise will have to be reached. If $E_O$ is still unacceptable, selecting an op amp type with a lower $I_{OS}$ rating is the next logical step. Other techniques for reducing $E_O$ will be discussed in Section 5.6.

**EXAMPLE 5.1.** In the circuit of Fig. 5.5a let $R_1 = 22 \ \Omega$ and $R_2 = 2.2 \ \Omega$, and let the op amp ratings be $I_B = 80 \text{nA}$ and $I_{OS} = 20 \text{nA}$. (a) Calculate $E_O$ for the case $R_P = 0$. (b) Repeat, but with $R_P = R_1 \parallel R_2$ in place. (c) Repeat part (b), but with all resistances simultaneously reduced by a factor of 10. (d) Repeat part (c), but with the op amp replaced by one with $I_{OS} = 3 \text{nA}$. Comment.

**Solution.**

(a) The dc noise gain is $1 + R_2/R_1 = 101 \text{V/V}$; moreover, $(R_1 \parallel R_2) = 2.2 \ \Omega$. With $R_P = 0$, we have $E_O = 101 \times (R_1 \parallel R_2)I_{N} = 101 \times 2.2 \times 80 \times 10^{-9} = 175 \text{ mV}$. 

(b) The dc noise gain is $1 + R_2/R_1 = 101 \text{V/V}$; moreover, $(R_1 \parallel R_2) = 22 \ \Omega$. With $R_P = R_1 \parallel R_2$, we have $E_O = (1 + R_2/R_1)(R_1 \parallel R_2)I_{N} - R_PI_P = (1 + 22/2.2)(2.2 \parallel 22)I_{N} - 22 \times (22 \parallel 22)I_{N} = 101 \times 22 \times 80 \times 10^{-9} = 175 \text{ mV}$. 

(c) The dc noise gain is $1 + R_2/R_1 = 101 \text{V/V}$; moreover, $(R_1 \parallel R_2) = 2.2 \ \Omega$. Reducing resistances by a factor of 10, we have $E_O = 101 \times (R_1 \parallel R_2)I_{N} = 101 \times 2.2 \times 80 \times 10^{-9} = 175 \text{ mV}$. 

(d) The dc noise gain is $1 + R_2/R_1 = 101 \text{V/V}$; moreover, $(R_1 \parallel R_2) = 3 \text{nA}$. Reducing resistances by a factor of 10, we have $E_O = 101 \times (R_1 \parallel R_2)I_{N} = 101 \times 3 \times 80 \times 10^{-9} = 22 \text{ mV}$. 

The dc noise gain is $1 + R_2/R_1 = 101 \text{V/V}$; moreover, $(R_1 \parallel R_2) = 3 \text{nA}$. Reducing resistances by a factor of 10, we have $E_O = 101 \times (R_1 \parallel R_2)I_{N} = 101 \times 3 \times 80 \times 10^{-9} = 22 \text{ mV}$.
(b) With \( R_p = R_1 \parallel R_2 = 22 \, \text{k} \Omega \) in place, \( E_o \equiv 101 \times 22 \times 10^3 \times (\pm 20 \times 10^{-9}) = \pm 4.4 \, \text{mV} \), where we write "\( \parallel \)" to reflect the fact that \( I_{OS} \) may be of either polarity.

(c) With \( R_1 = 2.2 \, \text{k} \Omega \), \( R_2 = 220 \, \text{k} \Omega \), and \( R_p = 2.2 \, \text{k} \Omega \), we get \( E_o = 101 \times 2.2 \times 2 \times 10^3 \times (\pm 20 \times 10^{-9}) = \pm 4.4 \, \text{mV} \).

(d) \( E_o = 101 \times 2.2 \times 10^3 \times (\pm 10^{-9}) = \pm 0.7 \, \text{mV} \). Summarizing, with \( R_p \) in place, \( E_o \) is reduced by 4; scaling the resistances reduces \( E_o \) by an additional factor of 10; finally, using a better op amp reduces it by yet another factor of 7.

5.5a

Turning next to the circuit of Fig. 5.5b, we note that we still have \( V_i = V_P = -R_P I_p \). Summing currents at the inverting-input node yields \( V_N/R + I_N - I_C = 0 \). Eliminating \( V_N \), we get

\[
I_C = \frac{1}{R} \left( R I_N - R_P I_P \right) = \frac{1}{R} \left( (R - R_P) I_B - (R + R_P) I_{OS}/2 \right). \tag{5.14}
\]

Applying the capacitance law \( v = (1/C) \int i \, dt \), we readily get

\[
E_o(t) = E_o(0) + v(t). \tag{5.15}
\]

\[
E_o(t) = \frac{1}{RC} \int_0^t \left( (R - R_P) I_B - (R + R_P) I_{OS}/2 \right) \, dt \tag{5.16}
\]

where \( v(t) \) is the initial value of \( v(t) \). In the absence of any input signal, we expect the circuit to yield a constant output, or \( v(t) = v(0) \). In practice, besides \( v(t) \), it yields the output error \( E_o(t) \), which is the result of integrating the input error \( (R - R_P) I_B - (R + R_P) I_{OS}/2 \) over time. Since \( I_B \) and \( I_{OS} \) are relatively constant, we can write \( E_o(t) = (R - R_P) I_B - (R + R_P) I_{OS}/2 \). The error is thus a voltage ramp, whose tendency is to drive the op amp into saturation. It is apparent that installing a dummy resistance \( R_p \) such that

\[
R_p = R \tag{5.17}
\]

will reduce the error to

\[
E_o(t) = \frac{1}{RC} \int_0^t -RI_{OS} \, dt \tag{5.18}
\]

This error can be reduced further by component scaling, or by using an op amp with a lower \( I_{OS} \) rating.

EXAMPLE 5.2. In the circuit of Fig. 5.5b let \( R = 100 \, \text{k} \Omega \), \( C = 1 \, \text{nF} \), and \( v(t) = 0 \). Assuming an op amp with \( I_B = 80 \, \text{nA} \), \( I_{OS} = 20 \, \text{nA} \), and \( v(t) = \pm 13 \, \text{V} \), find how long it takes for the op amp to enter saturation if (a) \( R_p = 0 \), and (b) \( R_p = R \).

Solution.

(a) The input error is \( R I_B = 8 \times 80 \times 10^{-9} = 8 \, \text{mV} \), which represents a positive voltage ramp. Imposing \( 13 = 8t \) yields \( t = 13/80 = 0.1625 \, \text{s} \).

(b) The input error is now \( -RI_{OS} = \pm 2 \, \text{mV} \), indicating that the op amp may saturate at either rail. The time it takes to saturate is now extended in proportion to \( 0.1625 \times 80/20 = 0.65 \, \text{s} \).

Summarizing, to minimize the errors due to \( I_B \) and \( I_{OS} \), adhere to the following rules whenever possible: (a) modify the circuit so that the resistances seen by \( I_B \) and

\[ I_N \] with all sources suppressed are equal, that is, impose \( R_B = R_1 \parallel R_2 \) in Fig. 5.5a and \( R_p = R \) in Fig. 5.5b; (b) keep resistances as low as the application will allow; (c) use op amps with adequately low \( I_{OS} \) ratings.

5.3

LOW-INPUT-BIAS-CURRENT OP AMPS

Op amp designers strive to keep \( I_B \) and \( I_{OS} \) as small as other design constraints allow. Following are the most common techniques.

Superbeta-Input Op Amps

One way of achieving low \( I_B \) is by using input BITs with extremely high current gains. Known as superbeta transistors, these BJTs achieve \( \beta_F \)s in excess of \( 10^3 \) A/A by utilizing very thin base regions to minimize the recombination component of the base current. This technique was pioneered with the LM308 op amp (National Semiconductor), whose input stage is shown in Fig. 5.6a. The heart of the circuit is the superbeta differential pair \( Q_1 \) and \( Q_2 \). These BJTs are connected in cascade with the standard-beta BJTs \( Q_3 \) and \( Q_4 \) to form a composite structure with high current gain as well as high breakdown voltage. \( Q_5 \) and \( Q_6 \) provide a bootstrapping function to bias \( Q_1 \) and \( Q_2 \) at zero base-collector voltage regardless of the input
common-mode voltage. This avoids the low-breakdown limitations of the superbeta BJTs and also reduces collector-base leakage. Superbeta op amps have typically $I_B \equiv 1 \text{nA}$ or less.

**Input-Bias-Current Cancellation**

Another popular technique for achieving low $I_B$ is current cancellation. Special circuitry anticipates the base currents needed to bias the input transistors, then itself supplies these currents internally, making the op amp appear to an outsider as if it were capable of operating without any input bias current.

Figure 5.6b shows the cancellation scheme utilized by the OP-07 op amp (Analog Devices). Once again, the heart of the circuit is the differential pair $Q_1$ and $Q_2$. The base currents of $Q_1$ and $Q_2$ are duplicated at the bases of common-base transistors $Q_3$ and $Q_4$, where they are sensed by current mirrors $Q_5-D_5$ and $Q_6-D_6$. The mirrors reflect these currents and then reinject them into the bases of $Q_1$ and $Q_2$, thus providing input-bias-current cancellation.

In practice, because of device mismatches, cancellation is not perfect, so the input pins will still draw residual currents. However, since these currents are now the result of a mismatch, they are typically an order of magnitude less than the actual base currents. We observe that $I_p$ and $I_N$ may flow either into or out of the op amp, depending on the direction of the mismatch. Moreover, $I_{DQ}$ is of the same order of magnitude as $I_B$, so there is no need to install a dummy resistance $R_p$ in op amps with input-current cancellation. The OP-07 ratings are $I_B = \pm 1 \text{nA}$ and $I_{OS} = 0.4 \text{nA}$.

**JFET-Input Op Amps**

These devices realize the input-stage differential pair with junction field-effect transistors (JFETs), and the remaining circuitry with conventional BJTs. Now $I_B$ is the JFET gate current, which is the reverse bias current of the $pn$ junction between gate and channel. At room temperature this current is typically on the order of a few tens of picoamperes or less.

Figure 5.7 shows a simplified diagram of the LF356 bFET op amp, whose JFETs are $p$-channel devices fabricated using ion implantation. Here $J_1$ and $J_2$ form the differential input pair, $J_3$ and $J_4$ the active loads, $Q_1$ and $Q_2$ the second stage, and $Q_3$ through $Q_5$ the output stage. The room-temperature ratings for the LF356 are $I_B = 30 \text{ pA}$ and $I_{OS} = 3 \text{ pA}$. The AD549 (Analog Devices) and OPA129 (Burr-Brown) op amps use special JFET structures and isolation techniques to achieve $I_B < 100 \text{ fA}$. These devices find application in electrometer, ion gauge, and photodetector amplifiers.

**MOSFET-Input Op Amps**

When the differential input pair is implemented with metal-oxide-silicon FETs (MOSFETs), $I_B$ is the leakage current of the gate-channel capacitor. This current is typically in the range of a few picoamperes. In BiMOS op amps the input pair is in MOS technology and the rest of the circuitry in bipolar. However, op amps are also available entirely in MOSFET technology, either as stand-alone devices, or as part of complex systems such as switched-capacitor filters. The stand-alone types are usually implemented in complementary MOS (CMOS) technology.

Figure 5.8 shows a simplified diagram of the TLC279 CMOS op amp, which uses $p$-channel transistors $M_1$ and $M_2$ as the differential input pair, $n$-channel transistors...
\[ I_B(T) \approx I_B(T_0) \times 2^{(T-T_0)/10} \]  

MOSFET-input op amps are equipped with input protective diodes to prevent damage due to electrostatic discharge. Consequently, the leakage of these diodes causes a similar \( I_B \) drift also in MOSFET-input op amps, though the gate current of a MOSFET is inherently much less sensitive to temperature than that of a JFET. The low-current advantages of FET-input op amps over their BJT-input counterparts tend to disappear at higher temperatures. Knowledge of the intended operating temperature range is an important factor when selecting the optimal device.

**Input Guarding**

When applying op amps with ultralow input bias current, special attention must be paid to wiring and circuit construction in order to fully realize the capabilities of these devices. Data sheets usually provide helpful guidelines in this respect. Of special concern are leakage currents across the printed-circuit board. They can easily exceed \( I_B \) itself and thus defeat what has been so painstakingly achieved in terms of circuit design.

**Figure 5.10**

Guard-ring layout and connections.

The effect of leakage can be reduced significantly by using guard rings around the input pins. As shown in Fig. 5.10, a guard consists of a conductive pattern held at the same potential as \( V_P \) and \( V_N \). This pattern will absorb any leakages from other points on the board and thus prevent them from reaching the input pins. Guard rings also act as shields against noise pickup. For best results, board surfaces should be kept clean and moisture-free. If sockets are required, best results are obtained by using Teflon sockets or standoffs.

\[ \text{INPUT OFFSET VOLTAGE} \]

Shorting together the inputs of an op amp should yield \( V_O = a(v_P - v_N) = a \times 0 = 0 \) V. However, because of inherent mismatches between the input-stage halves processing \( v_P \) and \( v_N \), a practical op amp will generally yield \( V_O \neq 0 \). To force \( V_O \) to zero, a suitable correction voltage must be applied between the input pins. This is tantamount to saying that the open-loop VTC does not go through the origin, but is shifted either to the left or to the right, depending on the direction of the mismatch. This shift is called the input offset voltage \( V_{OS} \). As shown in Fig. 5.11, we can model a practical op amp with an ideal or offsetless op amp having a tiny source \( V_{OS} \) in series with one of its inputs. The VTC is now

\[ V_O = a[v_P + V_{OS} - v_N] \]  

To drive the output to zero, we need \( v_P + V_{OS} - v_N = 0 \), or

\[ v_N = v_P + V_{OS} \]  

Note that because of \( V_{OS} \), we now have \( v_N \neq v_P \).

**Example 5.3**

A certain FET-input op amp is rated at \( I_B = 1 \) pA at 25 °C. Estimate \( I_B \) at 100 °C.

**Solution.** \( I_B(100 \, ^\circ\text{C}) = 10^{-12} \times 2^{(100-25)/10} = 0.18 \) nA.
As in the case of $I_{OS}$, the magnitude and polarity of $V_O S$ varies from one sample to another of the same op amp family. Depending on the family, $V_O S$ may range from millivolts to microvolts. The 741 data sheets give the following room-temperature ratings: for the 741C, $V_O S = 2\, \text{mV}$ typical, $6\, \text{mV}$ maximum; and for the 741E, $V_O S = 0.8\, \text{mV}$ typical, $3\, \text{mV}$ maximum. The OP-77 ultralow offset voltage op amp has $V_O S = 10\, \mu\text{V}$ typical, $50\, \mu\text{V}$ maximum.

Errors Caused by $V_O S$

As in Section 5.2, we shall examine the effect of $V_O S$ for the resistive-feedback and capacitive-feedback cases of Fig. 5.12. Note that we are omitting Errors Caused by $R_p$ resistance as in Section 5.2. we shall examine the effect of $V_O S$ alone. In Section 5.6 we shall address the general case in which $I_{BS}, I_{OS}$, and $V_O S$ are present simultaneously.

In Fig. 5.12a, the offset-free op amp acts as a noninverting amplifier with respect to $V_O S$, so $V_O = E_O$, where

$$E_O = \left(1 + \frac{R_2}{R_1}\right) V_O S$$

Using the average value of the temperature coefficient, one can estimate $V_O S$ at a temperature other than $25\, ^\circ\text{C}$ as

$$V_O S(T) \approx V_O S(25\, ^\circ\text{C}) + TC(V_O S)_{avg} \times (T - 25\, ^\circ\text{C})$$

For instance, an op amp with $V_O S(25\, ^\circ\text{C}) = 1\, \text{mV}$ and $TC(V_O S)_{avg} = 5\, \mu\text{V/}^\circ\text{C}$ would have $V_O S(70\, ^\circ\text{C}) = 1\, \text{mV} + (5\, \mu\text{V}) \times (70 - 25) = 1.225\, \text{mV}$.

Common-Mode Rejection Ratio (CMRR)

In the absence of input offset, an op amp should respond only to the voltage difference between its inputs, or $V_O = (v_p - v_N)$. A practical op amp is somewhat sensitive also to the common-mode input voltage $v_{CM} = (v_p + v_N)/2$. Its transfer characteristic is thus $V_O = a(v_p - v_N) + \alpha_{cm} v_{CM}$, where $a$ is the differential-mode gain, and $\alpha_{cm}$ is the common-mode gain. Rewriting as $V_O = a(v_p - v_N) + (\alpha_{cm}/a)v_{CM}$, and
recalling that the ratio \( a/a_{cm} \) is the common-mode rejection ratio CMRR, we have

\[
V_O = a \left( V_P + \frac{V_{CM}}{CMRR} - V_N \right)
\]

Comparison with Eq. (5.20) indicates that the sensitivity to \( V_{CM} \) can be modeled with an input-offset-voltage term of value \( V_{CM}/CMRR \). The common-mode sensitivity stems from the fact that a change in \( V_{CM} \) will alter the operating points of the input-stage transistors and cause a change at the output. It is comforting to know that such a complex phenomenon can be reflected to the input in the form of a mere offset error! We thus redefine the CMRR as

\[
\frac{1}{CMRR} = \frac{\partial V_{OS}}{\partial V_{CM}} \quad (5.26)
\]

and interpret it as the change in \( V_{OS} \) brought about by a 1-V change in \( V_{CM} \). We express \( 1/CMRR \) in microvolts per volt. Because of stray capacitances, the CMRR deteriorates with frequency. Typically, it is high from dc to a few tens or a few hundreds of hertz, after which it rolls off with frequency at the rate of ~20 dB/dec.

Data sheets usually give CMRR in decibels. As we know, the conversion to microvolts per volt is readily accomplished via

\[
\frac{1}{CMRR} = 10^{-\frac{v_{CM}}{20}} \quad (5.27)
\]

where CMRRdB represents the decibel value of CMRR. From Fig. 5A.4, the dc ratings for the 741 op amp are CMRRdB = 90 dB typical, 70 dB minimum, indicating that \( V_{OS} \) changes with \( V_{CM} \) at the rate of \( 1/CMRR = 10^{-90/20} = 31.6 \mu V/V \) typical, and \( 10^{-70/20} = 316 \mu V/V \) maximum. The OP-77 op amp has CMRR = 0.1 \( \mu V/V \) typical, 1 \( \mu V/V \) maximum. Figure 5A.6 shows that the CMRR of the 741 starts to roll off just above 100 Hz.

Since op amps keep \( V_N \) fairly close to \( V_P \), we can write \( V_{CM} \equiv V_P \). The CMRR is of no concern in inverting applications, where \( V_P = 0 \). However, it may pose problems when \( V_P \) is allowed to swing, as in an instrumentation amplifier.

**Example 5.4.** The difference curve of Fig. 2.13 uses a 741 op amp and a perfectly matched resistance set with \( R_1 = 10 \) kΩ and \( R_2 = 100 \) kΩ. Suppose the inputs are tied together and driven with a common signal \( V_N \). Estimate the typical change in \( V_N \) if \( (a) V_N \) is slowly changed from 0 to 10 V, and \( (b) V_N \) is a 10-kHz, 10-V peak-to-peak sine wave.

**Solution.**

(a) At dc we have \( 1/CMRR = 10^{-90/20} = 31.6 \mu V/V \). The common-mode change at the op amp input pins is \( \Delta V_P = |R_2/(R_1 + R_2)| \Delta V_N = (100/110) \times 9.09 \times 10^{-1} = 8.99 \mu V \). Thus, \( \Delta V_{OS} = (1/CMRR) \Delta V_P = 31.6 \mu V \times 8.99 = 287 \mu V \). The dc noise gain is \( 1 + R_2/R_1 = 11 V/V \). Hence, \( \Delta V_{OS} = 11 \times 287 = 3.16 \mu V \).

(b) From the CMRR curve of Fig. 5A.6 we find CMRR = 57 dB. So, \( 1/CMRR = 10^{-57/20} = 1.41 mV/V \). \( \Delta V_{OS} = 1.41 \times 9.09 = 12.8 \mu V \) peak-to-peak. The output error at 10 kHz is much worse than at dc.

---

**Power-Supply Rejection Ratio (PSRR)**

If we change one of the op amp supply voltages \( V_S \) by a given amount \( \Delta V_S \), the operating points of the internal transistors will be altered, generally causing a small change in \( V_{OS} \). By analogy with the CMRR, we model this phenomenon with a change in the input offset voltage, which we express in terms of the power-supply rejection ratio (PSRR) as \( 1/PSRR \times \Delta V_S \).

The parameter

\[
\frac{1}{PSRR} = \frac{\partial V_{OS}}{\partial V_S} \quad (5.28)
\]

represents the change in \( V_{OS} \) brought about by a 1-V change in \( V_S \), and is expressed in microvolts per volt. Like the CMRR, the PSRR deteriorates with frequency.

Some data sheets give separate PSRR ratings, one for changes in \( V_{CC} \) and the other for changes in \( V_{EE} \). Others specify the PSRR for \( V_{CC} \) and \( V_{EE} \) changing symmetrically. The PSRRdB ratings of most op amps fall in the range of 80 dB to 120 dB. The devices of superior matching usually offer the highest PSRRs. From Fig. 5A.4, the PSRR ratings for the 741C, which are given for symmetric supply changes, are 30 \( \mu V/V \) typical, 150 \( \mu V/V \) maximum. This means that changing, for instance, the supply voltages from ±15 V to ±12 V yields \( \Delta V_{OS} = (1/PSRR) \Delta V_S = (30 \mu V/15 - 12) = ±90 \mu V/V \) typical, ±450 \( \mu V/V \) maximum. The OP-77 op amp has \( 1/PSRR = 0.7 \mu V/V \) typical, 3 \( \mu V/V \) maximum.

When the op amp is powered from well-regulated and properly bypassed supplies, the effect of the PSRR is usually negligible. Otherwise, any variation on the supply busses will induce a corresponding variation in \( V_{OS} \), which in turn is amplified by the noise gain. A classical example is offered by audio preamplifiers, where the residual 60 Hz (or 120 Hz) ripple on the supply rails may cause intolerable hum at the output. Another case in point is offered by switchmode power supplies, whose high-frequency ripple is usually inadequately rejected by op amps, indicating that these supplies are unsuited to high-precision analog circuitry.

**Example 5.5.** A 741 op amp is connected as in Fig. 5.12a with \( R_1 = 100 \) Ω and \( R_2 = 100 \) kΩ. Predict the typical as well as the maximum ripple at the output for a power-supply ripple of 0.1 V (peak-to-peak) at 120 Hz.

**Solution.** The 741 data sheets do not show the PSRR rolloff with frequency, so let us use the ratings given at dc, keeping in mind that the results will be optimistic. The induced ripple at the input is \( \Delta V_{OS} = (30 \mu V/0.1) = 3 \mu V/V \) typical, 15 \( \mu V/V \) maximum (peak-to-peak). The noise gain is \( 1 + R_2/R_1 = 1000 V/V \), so the output ripple is \( \Delta V_O = 3 mV \) typical, 15 mV maximum (peak-to-peak).

**Change of \( V_{OS} \) with the Output Swing**

In a practical op amp the open-loop gain \( a \) is finite, so the difference \( V_P - V_N \) changes also with the output swing \(\Delta V_O\) by the amount \(\Delta V_O/a\). This effect can conveniently be regarded as an effective offset voltage change \(\Delta V_{OS} = \Delta V_O/a\). Even an op amp with \( V_{OS} = 0 \) for \( V_O = 0 \) will exhibit some input offset for \( V_O \neq 0 \). For instance, to sustain \( V_O = 10 V \) with \( a = 10^5 V/V \), such an op amp requires...
The initial input offset voltage $V_{OS}$ is due primarily to device mismatches and bias imbalances in the input stage.

**Bipolar Op Amps**

Let us return to the simplified input stage of Fig. 5.2a. Taking mismatches between $Q_1$ and $Q_2$ into account, we rewrite Eq. (5.4) as $i_{C1}/i_{C2} = (I_{S1}/I_{S2}) \exp[(v_p - v_N)/V_T]$, where $v_p = v_T \ln[(i_{C1}/i_{C2})(I_{S2}/I_{S1})]$. Similarly, $i_{C3}/i_{C4} = I_{S3}/I_{S4}$. In order to drive $i_{O1}$ to zero, we need, by definition, $v_N = v_p + V_{OS}$. But, $v_N = v_p + V_T \ln[(I_{S4}/I_{S3})(I_{S1}/I_{S2})]$, where we have used $i_{C3} = i_{C1}$ and $i_{C4} = i_{C2}$ to let $i_{C1}/i_{C2} = i_{C3}/i_{C4} = I_{S3}/I_{S4}$. Thus,

$$V_{OS} = V_T \ln \frac{I_{S1} I_{S4}}{I_{S2} I_{S3}}$$  

(5.30)

With $V_T \approx 26$ mV and $I$, mismatches on the order of 5%, $V_{OS}$ is typically in the range of 1 mV to 2 mV at room temperature. Moreover, given that $V_T = kT/q$, where $k$ is Boltzmann’s constant, $q$ the electron charge, and $T$ absolute temperature, we readily find

$$TC(V_{OS}) = \frac{V_{OS}}{T}$$  

(5.31)

Thus, at room temperature ($T \approx 300$ K), a bipolar input stage exhibits a $TC(V_{OS})$ of about 3.3 mV/°C for every millivolt of offset voltage.

Further insight can be gained by examining the expression for the BJTs saturation current,

$$I_s = \frac{q D_B}{N_B} \times n_i^2(T) \times \frac{A_E}{W_B}$$  

(5.32)

where $D_B$ and $N_B$ are the minority-carrier diffusion constant and the doping concentration in the base region; $n_i(T)$ is the intrinsic carrier concentration, a strong function of temperature; and $A_E$ and $W_B$ are the emitter-junction area and the base width.

The first class of mismatches stems from fabrication process variations, such as mask resolution, which affects $A_E$, and diffusion process nonuniformities, which affect $N_B$ and $W_B$. In the design of low-offset op amps, these mismatches are reduced by increasing input-stage device geometries and sizes to make the above parameters less sensitive to edge resolution and diffusion irregularities. In the case of MOSFET input op amps, large transistor sizes also improve noise performance, an issue we shall address in Chapter 7.

The second class of mismatches stems from thermal gradients and process-related gradients across the chip. Thermal gradients, in particular, tend to affect $n_i(T)$ significantly. The input-stage sensitivity to gradients is reduced by a symmetrical device placement technique known as common-centroid layout. As exemplified in Fig. 5.13 for a differential input pair, each transistor is made up of two identical halves connected in parallel, but laid out diagonally opposite to each other. The resulting quad structure provides a multifold symmetry that tends to cancel out the effects of gradient-induced mismatches.
Another method of reducing the initial offset is on-chip trimming, which is carried out by means of a laser trim or by selectively shorting or opening suitable trimming links in the circuit. As illustrated in Fig. 5.14 for a resistively loaded differential pair, each collector resistor is made up of a fixed part $R_e$ in series with an adjustable part consisting of a binary-weighted resistance string with $R_e \ll R_e$ and the corresponding trimming links. During the wafer probing stage, the offset is measured and then nulled by unbalancing one of the load resistances either through selective short-circuiting, also referred to as Zener zapping, or through selective open-circuiting of suitable fusible links. In general, trimming $V_{OS}$ will also trim $TC(V_{OS})$ for BJT-input op amps. By contrast, FET-input op amps require separate trimmings for $V_{OS}$ and $TC(V_{OS})$.

Figure 5.15 shows the diagram of the OP-27 (Analog Devices), a popular precision op amp combining common-centroid layout with on-chip trimming to achieve, with the OP-27E version, $V_{OS} = 10 \mu V$ typical, $25 \mu V$ maximum; and $TC(V_{OS}) = 0.2 \mu V/°C$ typical, $0.6 \mu V/°C$ maximum. Also shown in the diagram is an interesting variant of the input-bias-current cancellation scheme. The market offers a number of other bipolar products with comparable characteristics.
FET-Input Op Amps

Though the in the past FET-input op amps were considered inferior to their BJT-input counterparts in terms of matching and tracking capabilities, it is nevertheless possible to achieve respectable performance through a combination of design, layout, and on-chip trimming.

Examples of precision JFET-input op amps are the AD547L (Analog Devices), with $V_{OS} = 250 \mu V$ and $TC(V_{OS}) = 1 \mu V/\degree C$ maximum; the OPA627B ( Burr-Brown), with $V_{OS} = 40 \mu V$ and $TC(V_{OS}) = 0.4 \mu V/\degree C$ typical; and the LT1055A (Linear Technology) with $V_{OS} = 50 \mu V$ and $TC(V_{OS}) = 1.2 \mu V/\degree C$ typical.

Examples of precision CMOS op amps are the LMC6064A (National Semiconductor) with $V_{OS} = 100 \mu V$ and $TC(V_{OS}) = 1 \mu V/\degree C$ typical, and the TLC279C (Texas Instruments) with $V_{OS} = 370 \mu V$ and $TC(V_{OS}) = 2 \mu V/\degree C$ typical.

Autozero and Chopper-Stabilized Op Amps

On-chip trimming nulls $V_{OS}$ at a specific set of environmental and operating conditions. As these conditions change, so does $V_{OS}$. To meet the stringent requirements of high-precision applications, special techniques have been developed to effectively reduce the input offset as well as low-frequency noise even further. Two popular such methods are the autozero (AZ) and chopper stabilization (CS) techniques. The AZ technique is a sampling technique that samples the offset and low-frequency noise and then subtracts it from the contaminated signal to give offset-free appearance.

The CS technique is a modulation technique that modulates the amplified signal thus stripped of offset and low-frequency errors back to the baseband.

Figure 5.16 illustrates the AZ principle for the case of the ICL7650S op amp (Harris Semiconductor), the first popular op amp to realize this technique in monolithic form. The heart of the device is $O_{A1}$, a conventional, high-speed amplifier referred to as the main amplifier. A second amplifier, called the nulling amplifier and denoted as $O_{A2}$, continually monitors $O_{A1}$'s input offset error $V_{OS1}$ and drives it to zero by applying a suitable correcting voltage at $O_{A1}$'s null pin. This mode of operation is called the sampling mode.

Note, however, that $O_{A2}$ too has an input offset $V_{OS2}$, so it must correct its own error before attempting to improve $O_{A2}$'s error. This is achieved by momentarily disconnecting $O_{A2}$ from the main amplifier, shorting its inputs together, and coupling its output to its own null pin. This mode, referred to as the autozero mode, is activated by flipping the MOS switches from the $S$ (sampling) position to the $A$ (autozero) position. During the autozero mode, the correction voltage for $O_{A2}$ is momentarily held by $C_1$, which therefore acts as an analog memory for this voltage. Similarly, $C_2$ holds the correction voltage for $O_{A2}$ during the sampling mode.

Alternation between the two modes takes place at a typical rate of a few hundred cycles per second, and is controlled by an on-chip oscillator, making the AZ operation transparent to the user. The error-holding capacitors (0.1 $\mu F$ for the aforementioned ICL7650S) are supplied off-chip by the user. The room-temperature rating for the ICL7650S is $V_{OS} = \pm 0.7 \mu V$.

Like AZ op amp, CS op amp also utilize a pair of capacitors to realize the modulation/demodulation function. In some devices these capacitors are encapsulated in the IC package itself to save space. Examples of this type of CS op amp are the LTC1050 (Linear Technology) with $V_{OS} = 0.5 \mu V$ and $TC(V_{OS}) = 0.01 \mu V/\degree C$ typical, and the MAX420 (Maxim) with $V_{OS} = 1 \mu V$ and $TC(V_{OS}) = 0.02 \mu V/\degree C$.

The impressive dc specifications of AZ and CS op amps do not come for free, however. Since the nulling circuit is a sampled-data system, clock-feedthrough noise and frequency aliasing problems arise, which need be taken into consideration when selecting the device best suited to the application.

AZ and CS op amp can be used either alone or as part of composite amplifiers to improve existing input specifications. To fully realize these specifications, considerable attention must be paid to circuit board layout and construction. Of particular concern are input leakage currents and thermocouple effects arising at the junction of dissimilar metals. They can grossly degrade the input specifications of the device and completely defeat what has been so painstakingly achieved in terms of circuit design. Consult the data sheets for valuable hints in this regard.

5.6 INPUT OFFSET-ERROR COMPENSATION

We are now ready to investigate the effect of $I_{OS}$ and $V_{OS}$ acting simultaneously. We begin with the familiar amplifiers of Fig. 5.17 (ignore the 10- $k\Omega$ potentiometers for the time being).

Using Eqs. (5.13) and (5.22), along with the superposition principle, it is readily seen that both circuits yield

$$v_o = A_v v_i + E_0$$

(5.33a)

$$E_0 = \left(1 + \frac{R_2}{R_1}\right)[V_{OS} - (R_1 || R_2)I_{OS}] = \beta E_1$$

(5.33b)

where $A_v = -R_2/R_1$ for the inverting amplifier, and $A_v = 1 + R_2/R_1$ for the non-inverting one. We call $A_v$ the signal gain to distinguish it from the dc noise gain.
which is $1/\beta = 1 + R_2/R_1$ for both circuits. Moreover, $E_I = V_{OS} - (R_1 \parallel R_2)I_{OS}$ is the total offset error referred to the input, and $E_O$ the total offset error referred to the output. The negative sign does not necessarily imply a tendency by the two terms to compensate for each other, since $V_{OS}$ and $I_{OS}$ may be of either polarity. A prudent designer will take a conservative viewpoint and combine them additively.

Turning next to the integrator of Fig. 5.18, we use Eqs. (5.18) and (5.23) and the superposition principle to write

$$v_O(t) = -\frac{1}{RC} \int_0^t (v_I(\xi) + E_I) d\xi + v_O(0) \tag{5.34a}$$

$$E_I = R_{I_{OS}} - V_{OS} \tag{5.34b}$$

Now the effect of $V_{OS}$ and $I_{OS}$ is to offset $v_I$ by the error $E_I$. Even with $v_I = 0$, the output will ramp up or down until saturation is reached.

The input-referred error $E_I$ in Eqs. (5.33b) and (5.34b) can be nulled by means of a suitable trimmer, as we are about to see. However, as we know, trimmers increase production costs and drift with temperature and time. A wise designer will try minimizing $E_I$ by a combination of circuit tricks, such as resistance scaling and op amp selection. Only as a last resort should one turn to trimmers. Offset nulling techniques are classified as internal and external.

Internal Offset Nulling

Internal nulling is based on the deliberate unbalancing of the input stage to make up for inherent mismatches and drive the error to zero. This imbalance is introduced by means of an external trimmer, as recommended in the data sheets. Figure 5.3 shows the trimmer connection for the internal nulling for the 741 op amp. The input stage consists of two nominally identical halves: $Q_1$, $Q_3$-$Q_5$, and $R_1$ half to process $v_p$ and the $Q_2$, $Q_4$-$Q_6$, $R_2$ half to process $v_N$. Varying the wiper away from its center position will place more resistance in parallel with one side and less with the other, thus unbalancing the circuit. To calibrate the amplifiers of Fig. 5.17, we set $v_I = 0$ and we adjust the wiper for $v_O = 0$. To calibrate the integrator of Fig. 5.18, we set $v_I = 0$ and we adjust the wiper for $v_O = 0$ steady as possible in the vicinity of 0 V.

From the 741C data sheets of Fig. 5A.3, we note that the offset-voltage adjustment range is typically ±15 mV, indicating that for this compensating scheme to succeed we must have $|E_I| < 15$ mV. Since the 741C has $V_{OS} = 6$ mV maximum, this leaves 9 mV for the offset term due to $I_{OS}$. If this term exceeds 9 mV, we must either scale down the external resistances or resort to external nulling, to be discussed below.

**Example 5.7.** A 741C op amp is to be used in the circuit of Fig. 5.17a to yield $A_1 = -10 \text{ V/V}$. Specify suitable resistances that will maximize the input resistance $R_i$ of the circuit.

**Solution.** Since $R_i = R_1$, we need to maximize $R_1$. Imposing $R_2 = 10R_1$, and $V_{OD(max)} = (R_1 \parallel R_2)I_{OD(max)} \leq 15$ mV, we get $R_1 \leq (15 \text{ mV} - 6 \text{ mV})/(200 \text{ nA}) = 45 \text{ k}\Omega$, or $1/R_1 + 1/10R_1 \geq 1/(45 \text{ k}\Omega)$. Solving yields $R_1 \leq 49.5 \text{ k}\Omega$. Use the standard values $R_1 = 47 \text{ k}\Omega$, $R_2 = 470 \text{ k}\Omega$, and $R_p = 43 \text{ k}\Omega$.

Internal offset nulling can be applied to any of the circuits studied so far. In general, the nulling scheme varies from one op amp family to another. For instance, Fig. 5.7 indicates that internal nulling of the LF356 op amp is accomplished with a 25-k\Omega potentiometer with the wiper at $V_{CC}$. To find the recommended nulling scheme for a given device, consult the data sheets. We observe that dual- and quad-op-amp packages usually do not have provisions for internal nulling due to lack of available pins.
External Offset Nulling

External nulling is based on the injection of an adjustable voltage or current into the circuit to compensate for its offset error. This scheme does not introduce any additional imbalances in the input stage, so there is no degradation in drift, CMRR, or PSRR.

The most convenient point of injection of the correcting signal depends on the particular circuit. For inverting-type configurations like the amplifier and integrator of Fig. 5.19, we simply lift $R_p$ off ground and return it to an adjustable voltage $V_X$. By the superposition principle, we now have an apparent input error of $V_1 + V_X$, and we can always adjust $V_X$ to neutralize $E_1$. $V_X$ is obtained from a dual reference source, such as the supply voltages if they are adequately regulated and filtered. In the circuits shown, we impose $R_B \gg R_C$ to avoid excessive loading at the wiper, and $R_A \ll R_p$ to avoid perturbing the existing resistance levels. The calibration procedure is similar to that for internal nulling.

\[\text{FIGURE 5.19} \]
External offset-error nulling for the inverting amplifier and integrator.

\[\text{EXAMPLE 5.9.} \quad \text{Assuming a 741C op amp in Fig. 5.20, specify suitable resistances for} \]
(a) $A_1 = 5 \text{ V/V}$, and (b) $A_1 = 100 \text{ V/V}$.

\[\text{Solution.} \]
(a) We want $A_1 = 1 + R_1 / R_2 = 5$, or $R_2 = 4 R_1$. Pick $R_1 = 25.5 \text{k} \Omega$, 1% and $R_2 = 102 \text{k} \Omega$, 1%. Then $R_2 \approx 20 \text{k} \Omega$. Moreover, $E_D = (1/\beta) E_I = 5(6 \text{ mV} + (20 \text{ k} \Omega) (200 \text{ nA})) = 50 \text{ mV}$. To balance this out we need $V_X = 50 \text{ mV}$, $V_1 = -12.5 \text{ mV}$. Pick a range of $\pm 15 \text{ mV}$ to make sure. To avoid upsetting $A_1$, choose $R_A \ll R_1$, say, $R_A = 100 \Omega$. Then, imposing $R_A (R_2 + R_B) = (15 \text{ mV}) / (15 \text{ V})$ yields $R_A \approx 100 \Omega$.

(b) Now $1 + R_1 / R_2 = 100$, or $R_2 = 99 R_1$. Let $R_2 = 100 \Omega$, so $R_1 = 1010 \Omega$. If we were to use $R_A = 100 \Omega$ as before, $R_2$ would no longer be negligible compared to $R_1$. So let $R_1 = 905 \Omega$, 1%, and $R_2 = 1010 - 909 = 101 \Omega$ (use 102 Ω, 1%), so that the series $(R_1 + R_2)$ still ensures $A_1 = 100 \text{ V/V}$. Moreover, let $R_B \approx 1 \text{k} \Omega$. Then, $E_D = 100(6 \text{ mV} + (1 \text{k} \Omega) (200 \text{ nA})) = 620 \text{ mV}$, and $V_X = E_D (R_2 / R_1) = 620 (1010 / 909) = 6.5 \text{ mV}$. Pick a range of $\pm 7.5 \text{ mV}$ to make sure. Imposing $R_A (R_2 + R_B) = (7.5 \text{ mV}) / (15 \text{ V})$ gives $R_A \approx 200 \text{k} \Omega$. Finally, let $R_C = 100 \Omega$.

In multiple-op-amp circuits it is worth seeking ways of nulling the cumulative offset error with just one adjustment. A classic example is offered by the triple-op-amp IA, where other critical parameters may also need adjustment, such as gain and CMRR.

In the circuit of Fig. 5.21, the voltage $V_X$ is buffered by the low-output-impedance follower $C_{EX}$ to avoid upsetting bridge balance. The overall CMRR is the combined result of resistance mismatches and finite CMRRs of the individual op amps. At dc, where $C_1$ acts as an open circuit and $R_9$ has thus no effect, we adjust $R_9$ to optimize the dc CMRR. At some high frequency, where $C_1$ provides a conductive path from $R_9$'s wiper to ground, we adjust $R_9$ to deliberately unbalance the second stage and thus optimize the ac CMRR. The circuit is calibrated as follows:

1. With $V_1$ and $V_2$ grounded, adjust $R_C$ for $V_{OQ} = 0$.
2. Adjust $R_9$ for the desired gain of 1000 V/V.
3. With the inputs tied together to a common source $V_1$, adjust $R_{10}$ for the minimum change in $V_{OQ}$ as $V_1$ is switched from $-10 \text{ V}$ dc to $+10 \text{ V}$ dc.
4. With $V_1$ a 10-kHz, 20-V peak-to-peak sine wave, adjust $R_9$ for the minimum ac component at the output.
Maximum Ratings

Like all electronic devices, op amps require that the user respect certain electrical and environmental limits. Exceeding these limits will generally result in malfunction or even damage. The range of operating temperatures over which op amp ratings are given are the commercial range (0 °C to +70 °C), the industrial range (−25 °C to +85 °C), and the military range (−55 °C to +125 °C).

Input Voltage Range

This is the range of input voltages over which the op amp will still operate properly. From Fig. 5A.3 we find that for the 741C this range is typically ±13 V. Operating the device outside this range, but still below its maximum input voltage rating (between ±13 V and ±15 V for the 741C), does not necessarily cause damage; it only results in malfunction, such as causing output saturation or output polarity reversal.

Even though the data sheets provide all the information the user needs to know about the input voltage range, it is instructive to investigate its origin. For bipolar devices such as the 741 op amp, this is the range of input voltages for which each BJT still operates in the forward-active (FA) region, all the way to the edge of saturation (EOS). This type of operation is defined as $V_{AG} = V_{BE(OFF)} \geq 0.7$ V and $V_{CC} \geq V_{CES(OSS)} \geq 0.1$ V for npn BJTs, $V_{AG} = V_{EB(OFF)} \geq 0.7$ V and $V_{CC} \geq V_{CE(SBS)} \geq 0.1$ V for pnp BJTs.

Absolute Maximum Ratings

These are the ratings that, if exceeded, are likely to cause permanent damage. The most important ones are the maximum supply voltages, the maximum differential-mode and common-mode input voltages, and the maximum internal power dissipation $P_{max}$.

Figure 5A.1 indicates that for the 741C the maximum voltage ratings are, respectively, ±18 V, ±30 V, and ±15 V. (The large differential-mode rating of the 741 is made possible by the lateral pnp BJTs $Q_3$ and $Q_4$.) Exceeding these limits may trigger internal reverse-breakdown phenomena and other forms of electrical stress, whose consequences are usually detrimental, such as irreversible degradation of gain, input bias and offset currents, and noise, or permanent damage to the input stage. It is the user's responsibility to ensure that the device operates below its maximum ratings under all possible circuit and signal conditions.

Potentially deleterious conditions may arise during power turn-on and turn-off. Since different parts of a system may go on or off at different times, especially if large capacitors are present, the voltages at the input pins may momentarily exceed those at the supply pins. To prevent damage, the inputs must be equipped with suitable diode clamps to limit the input voltages, and series resistances to limit current during clamping.

Exceeding $P_{max}$ will raise the chip temperature to intolerable levels and cause internal component damage. The value of $P_{max}$ depends on the package type as well as the ambient temperature. The popular mini DIP package has $P_{max} = 310$ mW up to 70 °C of ambient temperature, and derates linearly by 5.6 mW/°C beyond 70 °C.

Whether internal or external, nulling compensates only for the initial offset error $V_{D0}$. As the operating conditions change, the error will reemerge, and if it rises above an intolerable level, it must be nulled periodically. The use of AZ or CS op amps may then be a preferable alternative.

5.7 MAXIMUM RATINGS
With reference to the 741 diagram of Fig. 5.2, we observe that to keep $Q_2$ and $Q_6$ in the FA region, we need

$$v_Y = V_{CC} - V_{BE(167)} - V_{BE(182)} = V_{CC} - 0.7 - (-0.6) = V_{CC} - 0.1 \text{ V.}$$

To keep $Q_2$, $Q_4$, $Q_{16}$, and $Q_{17}$ in the FA region, we need

$$v_Y \geq V_{EE} + V_{BE(167)} + V_{BE(182)} + V_{BE(182)} = V_{EE} + 0.7 + 0.7 + 0.1 + 0.7 = V_{EE} + 2.2 \text{ V.}$$

Since $v_Y$ tracks $v_P$, the permissible input range is from $V_{EE} + 2.2 \text{ V} + V_{CC} = 0.1 \text{ V}$. This range depends on $V_{CC}$ and $V_{EE}$; the higher the supply voltages, the wider the range. Figure 5.6 shows the 741 input range as a function of the supply voltages.

Op amps specifically designed for an input range extending all the way down to $V_{EE}$ are called single-supply op amps because they can be powered between $V_{CC} = V_{S}$ and $V_{EE} = 0 \text{ V}$ and still provide a virtual ground at the inverting input. These devices find application in battery-operated equipment and single-supply digital systems. A popular example is the LM324 (National Semiconductor), whose input range for single-supply operation extends from $(V_{S} - 1.5 \text{ V})$ all the way down to $0 \text{ V}$.

**Output Voltage Swing**

As we know, this is the range $V_{OL} \leq V_O \leq V_{OH}$, and is usually specified for a 2-kΩ output load. It is again instructive to estimate this range directly from the circuit diagram of Fig. 5.A.2. Thus, $V_{OH} = V_{CC} - V_{EC1(167)} - V_{BE(140)} - V_{Q_{16}} = V_{CC} - 0.1 - 0.7 - 0 = V_{CC} - 0.8 \text{ V.}$ Likewise, $V_{OL} = V_{EE} + V_{CE(171)} + V_{BE(22)} + V_{BE(020)} + V_{Q_{6}} = V_{EE} + 0.7 + 0.7 + 0.7 + 0 = V_{EE} + 2.1 \text{ V.}$ For ±15- V supplies this gives $V_{OH} \equiv 14.2 \text{ V} \text{ and } V_{OL} \equiv -12.9 \text{ V.}$ in reasonable agreement with the data sheets. As with the input range, the higher the supply voltages, the wider the output swing. This is illustrated in Fig. 5.A.6.

**FIGURE 5.22**

Waveforms for a voltage follower with rail-to-rail input and output capabilities.

Op amps specifically designed for an output range extending all the way up to $V_{CC}$ and down to $V_{EE}$ are called rail-to-rail op amps. As we know, CMOS op amps belong to this class of devices, though rail-to-rail op amps are available also in bipolar technology. The LMC6464 CMOS op amp (National Semiconductor) offers rail-to-rail capabilities both at the input and at the output. Figure 5.22 shows the input and output waveforms of a voltage follower implemented with an op amp possessing such capabilities.

**Overload Protection**

To prevent excessive power dissipation in case of output overload, op amps are equipped with protective circuitry designed to limit the output current below a safety level called the output short-circuit current $I_{sc}$. The 741C has typically $I_{sc} \equiv 25 \text{ mA}$.

In the 741 diagram of Fig. 5.2, overload protection is provided by the watchdog BJTs $Q_{12}$ and $Q_{21}$ and the current-sensing resistors $R_{5}$ and $R_{7}$. Under normal conditions these BJTs are off. However, should an output overload condition arise, such as an accidental short circuit, the resistance sensing the overload current will develop enough voltage to turn on the corresponding watchdog BJT; this, in turn, will limit the current through the corresponding output-stage BJT.

To illustrate with an example, suppose the op amp is designed to output a positive voltage, but an inadvertent output short forces $v_O$ to $0 \text{ V}$, as depicted in Fig. 5.23. In response to this short, the second stage of the op amp will drive $v_O$ positive as it can in a futile attempt to raise $v_O$. Consequently, $Q_{22}$ will go off and let the entire bias current of 0.18 mA flow toward the base of $Q_{14}$. Were it not for the presence of $Q_{13}, Q_{14}$ would amplify this current by $\beta_{14}$ while sustaining $V_{CE} = V_{CC}$; the resulting power dissipation would most likely destroy it. However, with $Q_{13}$ in place, only the current $I_{14(max)} = I_{C14(max)}/\beta_{14} \equiv (V_{BE(140)}/R_{6})\beta_{14}$ is allowed to reach the base of $Q_{14}$, the remainder being diverted to the output short via $Q_{15}$; hence, $Q_{14}$ is protected.

With reference to Fig. 5.2, we observe that just like $Q_{15}$ protects $Q_{14}$ when the op amp is sourcing current, $Q_{14}$ protects $Q_{20}$ during current sinking. However, since the base of $Q_{20}$ is a low-impedance node because it is driven by emitter-follower $Q_{22}$, the action of $Q_{21}$ is applied further upstream, via $Q_{23}$.

**EXAMPLE 5.12**

Find all currents in the circuit of Fig. 5.23 if $R_{5} = 27 \Omega, \beta_{14} = 180$, and $V_{BE(167)} = 0.7 \text{ V.}$

**Solution.** $Q_{14}$ is limited to $I_{14} = \alpha_{14}I_{f_{14}} = \alpha_{14}(I_{f_{14}} + I_{15}) \equiv I_{f_{14}} = V_{BE(140)}/R_{6} = 0.7/27 \equiv 26 \text{ mA.}$ The current reaching the base of $Q_{15}$ is $I_{15} = I_{14}/\beta_{14} = 26/250 = 0.104 \text{ mA; the remainder, } I_{15} = 0.18 - 0.104 \equiv 76 \mu A$, is diverted to the short. Hence, $I_{sc} = I_{14} + I_{15} \equiv 26 \text{ mA.}$
5.7 Investigate the effect of using an op amp with \( I_p = 1 \) nA and \( I_{OS} = 0.1 \) nA in the high-sensitivity \( V-I \) converter of Example 2.2. What dummy resistance \( R_p \) would you install in series with the noninverting input?

5.8 If \( R_1/R_2 \) is the circuit of Fig. 5.14 is a true \( V-I \) converter with \( i_0 = (R_2/R_1) \times (v_2 - v_1) \) and \( R_o = \infty \). What if the op amps have input bias currents \( I_{IB1} \) and \( I_{IB2} \), and input offset currents \( I_{OS1} \) and \( I_{OS2} \)? Is \( I_o \) affected? Is \( R_o \) affected? How would you modify the circuit to optimize its dc performance?

5.9 Investigate the effect of \( I_p \) and \( I_{OS} \) in the current amplifier of Fig. 2.11. How would you modify the circuit to minimize its dc error?

5.10 Assuming the multiple-feedback low-pass filter of Fig. 3.32 is in dc steady state (i.e., all transients have died out), investigate the effect of \( I_p = 50 \) nA if all resistances are 100 k\( \Omega \). What dummy resistor would you use to optimize the dc performance of the circuit? Hint: Assume a zero input.

5.11 The bottom plate of a low-leakage 10-nF charged capacitor is at ground, and the top plate at 10 V. Next, a voltage follower is connected to the top plate, and the follower output is monitored with a voltmeter to observe how the input bias current discharges the capacitor. (a) If it is found that the output decreases at the rate of 1 mV/s, what do you conclude about the technology of the input stage? (b) Estimate the temperature rise needed for a discharge rate of 0.1 V/s.

5.12 A FET-input op amp is connected as in Fig. 5.12a with \( R_1 = 100 \) \( \Omega \) and \( R_2 = 33 \) k\( \Omega \), and \( v_{os} = -0.5 \) V. The same op amp is then moved to the circuit of Fig. 5.12b with \( R = 100 \) k\( \Omega \) and \( C = 1 \) nF. Assuming \( v_{os}(0) = 0 \) and symmetric saturation voltages of \( \pm 14 \) V, find the time it takes for the output to saturate.

5.13 If \( R_2/R_1 = R_3/R_4 \), the circuit of Fig. 2.15 is a true \( V-I \) converter with \( i_0 = R_2 v_2/R_3 \) and \( R_o = \infty \). If the op amps have input offset voltages \( V_{OS1} \) and \( V_{OS2} \), but are otherwise ideal? Is \( i_0 \) affected? Is \( R_o \) affected?

5.14 In the circuit of Fig. 5.12a let \( R_1 = 10 \) \( \Omega \) and \( R_2 = 100 \) k\( \Omega \), and let the op amp have an offset drift of 5 \( \mu \)V/\(^\circ\)C. (a) What if the op amp has been trimmed for \( v_{os}(25 \) \(^\circ\)C) = 0, estimate \( v_{os}(0 \) \(^\circ\)C) and \( v_{os}(70 \) \(^\circ\)C). What do you expect their relative polarities to be? (b) If the same op amp is moved to the circuit of Fig. 5.12b with \( R = 100 \) k\( \Omega \) and \( C = 1 \) nF, find \( v_{os}(t) \) both at 0\(^\circ\)C and at 70\(^\circ\)C.

5.15 Investigate the effect of using an op amp with CMRR\(_{\text{in}} = 100 \) dB on the output resistance of a Howland current pump made up of four perfectly matched 10-k\( \Omega \) resistances. Except for CMRR, the op amp is ideal.

5.16 Investigate the effect of using an op amp with \( V_{OS} = 100 \) \( \mu \)V and CMRR\(_{\text{in}} = 100 \) dB in a Deboo integrator which uses four perfectly matched 100-k\( \Omega \) resistances and a 1-nF capacitance. Except for \( V_{OS} \) and CMRR, the op amp is ideal.

5.17 Assuming perfectly matched resistances in the difference amplifier of Fig. 2.13a, show that if we define the CMRR of the op amp as \( |\text{CMRR}_{\text{OA}}| = v_{os}/\Delta v_{CM} \), and that

\[
|\Delta v_{CM}| = 2 v_{os} \sqrt{\sum \left( \frac{R_i}{2R} \right)^2}
\]

where \( R_i \) is the input resistance of the op amp.
of the difference amplifier as $1/\text{CMRR}_{\text{DA}} = A_{\text{in}}/A_{\text{inm}}$, where $A_{\text{in}} = \partial V_{\text{OS}}/\partial V_{\text{CM}}(\text{DA})$ and $A_{\text{inm}} = R_2/R_1$, then we have $\text{CMRR}_{\text{DA}} = \text{CMRR}_{\text{OA}}$.

5.18 The difference amplifier of Problem 5.17 uses a 741 op amp with $R_1 = 1 \, \text{k}\Omega$ and $R_2 = 100 \, \text{k}\Omega$. Find the worst-case CMRR of the circuit for the case of (a) perfectly matched resistances, and (b) 1% resistances. Comment.

5.19 In the difference amplifier of Problem 5.18 the inputs are tied together and are driven by $V_{\text{CM}} = 1 \sin 2\pi ft \, \text{V}$. Using the CMRR plot of Fig. 5A.6, predict the output at $f = 1 \, \text{Hz}$, $1 \, \text{kHz}$, and $10 \, \text{kHz}$.

5.20 (a) Assuming perfectly matched op amps and resistances in the dual-op-amp IA of Fig. 2.23, show that if we define the CMRR of each op amp as $1/\text{CMRR}_{\text{OA}} = \partial V_{\text{OS}}/\partial V_{\text{CMIOA}}$ and that of the IA as $1/\text{CMRR}_{\text{IA}} = A_{\text{in}}/A_{\text{inm}}$, where $A_{\text{in}} = \partial V_{\text{OS}}/\partial V_{\text{CMIOA}}$ and $A_{\text{inm}} = 1 + R_2/R_1$, then we have $\text{CMRR}_{\text{IA}} = \text{CMRR}_{\text{OA}} \times 0.5 \times \text{CMRR}_{\text{OA}}$. (b) If an IA with a gain of 100 V/V is implemented with perfectly matched resistances and a dual OP-227A op amp. (CMRR$_{\text{OA}} = 126$ dB typical, 114 dB minimum), find the worst-case output change for a 10-V common-mode input change. What is the corresponding $A_{\text{cm}}$?

5.21 Assuming perfectly matched op amps and resistances in the triple-op-amp IA of Fig. 2.20, derive a relationship between $\text{CMRR}_{\text{AIA}}$ and $\text{CMRR}_{\text{IA}}$, where $1/\text{CMRR}_{\text{I}} = \partial V_{\text{OS}}/\partial V_{\text{CMIOA1}}$, and $1/\text{CMRR}_{\text{IA}} = A_{\text{in}}/A_{\text{inm}}$.

5.22 In the inverting integrator of Fig. 1.19 let $R = 100 \, \text{k}\Omega$, $C = 10 \, \text{nF}$, and $v_1 = 0$, and let the capacitor be initially charged such that $v_0(t = 0) = 10 \, \text{V}$. Except for a finite open-loop gain of 10$^5$ V/V, the op amp is ideal. Find $v_0(t > 0)$.

5.23 An op amp with $a_{\text{in}} = 10^4$ V/V, $V_{\text{OS(max)}} = 2 \, \text{mV}$, and $\text{CMRR}_{\text{I(max)}} = \text{PSRR}_{\text{I(max)}} = 74$ dB is configured as a voltage follower. (a) Estimate the worst-case departure of $v_0$ from the ideal for $v_1 = 0 \, \text{V}$. (b) Repeat with $v_1 = 10 \, \text{V}$. (c) Repeat if the supply voltages are lowered from ±15 V to ±12 V.

5.5 Low-input-offset-voltage op amps

5.24 With reference to the op amp of Fig. 5.1, investigate the effect of (a) a 10% mismatch between the emitter areas of $Q_1$ and $Q_2$, and (b) a 1°C temperature gradient across $Q_1$ and $Q_2$.

5.6 Input offset-error compensation

5.25 Repeat Example 5.8, but for the integrator of Fig. 5.19b for the case $R = 100 \, \text{k}\Omega$.

5.26 In the noninverting amplifier of Fig. 1.14a let $R_1 = 10 \, \text{\Omega}$, $R_2 = 10 \, \text{\kOmega}$, and $v_2 = 0$. The output $v_{0}$ is monitored with a voltammeter and is found to be 0.480 V. If adding a 1-MΩ resistor in series with the noninverting input pin gives $v_{0} = 0.780 \, \text{V}$, but adding it in series with the inverting input pin gives $v_{0} = 0.230 \, \text{V}$, find $I_B$, $I_{O1}$, and $V_{\text{OS}}$. What is the direction of $I_B$?

5.27 Figure P5.27 shows a widely used test fixture to characterize the op amp referred to as device under test (DUT). The purpose of $O_4$, which is assumed ideal, is to keep DUT's output near 0 V, or in the middle of the linear region. Find $V_{\text{OS}}$. $I_{EB}$, $I_{E2}$, $I_{BE}$, and the gain $a$ for the DUT, given the following measurements: (a) $v_2 = -0.75 \, \text{V}$ with $SW_1$ and $SW_2$ closed and $v_1 = 0 \, \text{V}$; (b) $v_2 = +0.30 \, \text{V}$ with $SW_1$ closed, $SW_2$ open, and $v_1 = 0 \, \text{V}$; (c) $v_2 = -1.70 \, \text{V}$ with $SW_1$ open, $SW_2$ closed, and $v_1 = 0 \, \text{V}$; (d) $v_2 = -0.25 \, \text{V}$ with $SW_1$ and $SW_2$ closed, and $v_1 = -10 \, \text{V}$.

**FIGURE P5.27**

5.28 (a) In the circuit of Fig. P1.15 obtain an expression for the output error $E_O$ as a function of $I_{\text{f}}$, $I_{\text{f}}$, and $V_{\text{OS}}$. (b) Repeat, but for the circuit of Fig. P1.16. Hint: In each case set the independent source to zero.

5.29 Repeat Problem 5.28, but for the circuits of Figs. P1.18 and P1.19.

5.30 In the circuit of Fig. P1.60 obtain an expression for the output error $E_O$ as a function of $I_{\text{f}}$, $I_{\text{f}}$, and $V_{\text{OS}}$. Hint: Assume a zero input.

5.31 (a) Find output error $E_O$ for the I-V converter of Fig. 2.1. (b) Repeat if the noninverting input pin is returned to ground via a dummy resistance $R_2 = R$. (c) Devise a scheme for the external nulling of $E_O$ if $R = 1 \, \text{M}\Omega$, $I_{\text{OS}} = 1 \, \text{nA}$ maximum, and $V_{\text{OS}} = 1 \, \text{mV}$ maximum.

5.32 What input-stage technology would you choose for the op amp of the high-sensitivity I-V converter of Example 2.27? How would you modify the circuit for a minimum output error $E_O$? How would you make provision for the external nulling of $E_O$?

5.33 Using the OP-227A dual-precision op amp ($V_{\text{OS(max)}} = 80 \, \mu\text{V}$, $I_{\text{OS(max)}} = \pm 40 \, \text{nA}$, $I_{\text{OS(max)}} = 35 \, \text{nA}$, and $\text{CMRR}_{\text{I(max)}} = 114 \, \text{dB}$), design a dual-op-amp IA with a gain of 100 V/V. Assuming perfectly matched resistances, what is the maximum output error for $v_1 = v_2 = 0$? For $v_1 = v_2 = 10 \, \text{V}$?

5.34 If $R_3 + R_2 = R_1$, the circuit of Fig. P2.16 is a true V-I converter with $I_O = v_2/R_1$ and $R_1 = \infty$. What if the op amps have nonzero input bias and offset currents and offset voltages? Is $i_{\text{OS}}$ affected? Is $R_1$ affected? How would you make provisions for minimizing the total error? For externally nulling it?

5.35 (a) Investigate the effect of the offset voltages $V_{\text{OS1}}$ and $V_{\text{OS2}}$ on the performance of the dual-op-amp transducer amplifier of Fig. 2.40 for the case $\delta = 0$. (b) Devise a scheme to externally null the output offset error, and illustrate how it works.

5.36 Repeat Problem 5.35, but for the transducer amplifier of Fig. P2.54.

5.37 An I-V converter with a sensitivity of 1 V/μA is to be designed using an op amp with $V_{\text{OS(max)}} = 1 \, \text{mV}$ and $I_{\text{OS(max)}} = 2 \, \text{nA}$. Two alternatives are being evaluated, namely,
5.38 Assuming the multiple-feedback band-pass filter of Example 3.15 is in dc steady state (i.e., all transients have died out), investigate the effect of $I_{p} = 50 \text{nA}$, $I_{Q} = 5 \text{nA}$, and $V_{DD} = 1 \text{mV}$ upon the circuit's performance. How would you modify the circuit to minimize the output error? To null it? Hint: Assume a zero input.

5.39 Repeat Problem 5.38, but for the low-pass KRC filter of Example 3.8.

5.40 Repeat Problem 5.38, bdf for the band-pass and band-reject KRC filters of Examples 3.13 and 3.14.

5.41 The biquad filter of Example 3.19 is implemented with FET-input op amps having maximum input offset voltages of 5 mV. Investigate the effect on circuit performance and devise a method to trim the output dc error for the low-pass output.

5.5 Maximum ratings

5.42 Let the inverting amplifier in the single-supply system of Fig. 1.40 be a rail-to-rail op amp with gain of $-2 \text{V/V}$. (a) Sketch and label $v_{y}$, $v_{x}$, and $v_{0}$ if $v_{x}$ is a 1-kHz sine wave with 1-V peak amplitude. (b) Find the expression for the input sine wave that will result in a rail-to-rail output.

5.43 A 741 op amp is connected as a voltage follower and programmed to give $v_{y} = 10 \text{V}$. Using the simplified circuit of Fig. 5.23 with $R_{1} = 27 \Omega$, $R_{2} = 250$, and base-emitter junction drops of 0.7 V, find $v_{x}$, $i_{c1}$, $i_{c2}$, $P_{Q}$, and $v_{0}$ if the output load is (a) $R_{2} = 2 \text{k}\Omega$, and (b) $R_{2} = 200 \Omega$.
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### Equivalent Circuit

#### FIGURE 5A.2

### Data Sheet for the μA741 Op Amp

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Characteristics</th>
<th>Condition</th>
<th>μA741</th>
<th>μA741C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vcm</td>
<td>Input Offset Voltage</td>
<td>Vg &lt; 10 mV</td>
<td>± 15</td>
<td>± 15</td>
</tr>
<tr>
<td>VCM</td>
<td>Input Offset Voltage</td>
<td></td>
<td>± 0.3</td>
<td>± 0.3</td>
</tr>
<tr>
<td>Ii</td>
<td>Input Bias Current</td>
<td></td>
<td>± 200</td>
<td>± 200</td>
</tr>
<tr>
<td>Zi</td>
<td>Input Impedance</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ioc</td>
<td>Supply Current</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Voc</td>
<td>Power Consumption</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CMRR</td>
<td>Common Mode Rejection</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vip</td>
<td>Input Voltage Range</td>
<td>± 12</td>
<td>± 12</td>
<td>± 12</td>
</tr>
<tr>
<td>PSRR</td>
<td>Power Supply Rejection Ratio</td>
<td>± 150</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ioc</td>
<td>Output Short Circuit Current</td>
<td>± 25</td>
<td>± 25</td>
<td></td>
</tr>
<tr>
<td>Aυ</td>
<td>Large Signal Voltage Gain</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vos</td>
<td>Output Voltage</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TR</td>
<td>Transient Response Rise time</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BW</td>
<td>Bandwidth</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SR</td>
<td>Slew Rate</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

#### FIGURE 5A.3

### Equivalent Circuit
### µA741 and µA741C (Cont.)

#### Electrical Characteristics

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Characteristic</th>
<th>Condition</th>
<th>µA741</th>
<th>µA741C</th>
</tr>
</thead>
<tbody>
<tr>
<td>VCC</td>
<td>Input Offset Voltage</td>
<td>R&lt;sub&gt;i&lt;/sub&gt; = 5.0 kΩ</td>
<td>1.0</td>
<td>6.0</td>
</tr>
<tr>
<td>VCC</td>
<td>Input Offset Voltage Adjustment Range</td>
<td></td>
<td>4.15</td>
<td>4.15</td>
</tr>
<tr>
<td>I&lt;sub&gt;o&lt;/sub&gt;</td>
<td>Input Offset Current</td>
<td>T&lt;sub&gt;2&lt;/sub&gt; = +125°C</td>
<td>7.0</td>
<td>200</td>
</tr>
<tr>
<td></td>
<td></td>
<td>T&lt;sub&gt;2&lt;/sub&gt; = -55°C</td>
<td>85</td>
<td>100</td>
</tr>
<tr>
<td>I&lt;sub&gt;o&lt;/sub&gt;</td>
<td>Input Bias Current</td>
<td></td>
<td>0.25</td>
<td>0.6</td>
</tr>
<tr>
<td>I&lt;sub&gt;o&lt;/sub&gt;</td>
<td></td>
<td>T&lt;sub&gt;2&lt;/sub&gt; = +125°C</td>
<td>0.3</td>
<td>1.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>T&lt;sub&gt;2&lt;/sub&gt; = -55°C</td>
<td>2.0</td>
<td>2.0</td>
</tr>
<tr>
<td>I&lt;sub&gt;o&lt;/sub&gt;</td>
<td>Power Consumption</td>
<td></td>
<td>50</td>
<td>70</td>
</tr>
<tr>
<td></td>
<td></td>
<td>T&lt;sub&gt;2&lt;/sub&gt; = +125°C</td>
<td>60</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td></td>
<td>T&lt;sub&gt;2&lt;/sub&gt; = -55°C</td>
<td>80</td>
<td>160</td>
</tr>
<tr>
<td>CMRR</td>
<td>Common Mode Rejection</td>
<td>R&lt;sub&gt;i&lt;/sub&gt; = 10 kΩ</td>
<td>70</td>
<td>70</td>
</tr>
<tr>
<td>VR</td>
<td>Input Voltage Range</td>
<td></td>
<td>5.12</td>
<td>1.12</td>
</tr>
<tr>
<td>PSRR</td>
<td>Power Supply Rejection Ratio</td>
<td></td>
<td>20</td>
<td>100</td>
</tr>
<tr>
<td>AU</td>
<td>Large Signal Voltage Gain</td>
<td>R&lt;sub&gt;L&lt;/sub&gt; = 2.0 kΩ, V&lt;sub&gt;CC&lt;/sub&gt; = 10 V</td>
<td>20</td>
<td>15</td>
</tr>
<tr>
<td>VO</td>
<td>Output Voltage Swinging</td>
<td>R&lt;sub&gt;L&lt;/sub&gt; = 10 kΩ</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>R&lt;sub&gt;L&lt;/sub&gt; = 2.0 kΩ</td>
<td>1.0</td>
<td>1.0</td>
</tr>
</tbody>
</table>

**FIGURE 5A.4**

### µA741E and µA741F

#### Electrical Characteristics

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Characteristic</th>
<th>Condition</th>
<th>µA741A</th>
<th>µA741E</th>
<th>µA741A</th>
<th>µA741E</th>
</tr>
</thead>
<tbody>
<tr>
<td>VCC</td>
<td>Input Offset Voltage</td>
<td>R&lt;sub&gt;i&lt;/sub&gt; &lt; 50 kΩ</td>
<td>5.0</td>
<td>15</td>
<td>5.0</td>
<td>15</td>
</tr>
<tr>
<td>VR</td>
<td>Input Offset Current</td>
<td></td>
<td>5.0</td>
<td>10</td>
<td>nA</td>
<td>nA</td>
</tr>
<tr>
<td>IS</td>
<td>Input Offset Current</td>
<td></td>
<td>5.0</td>
<td>10</td>
<td>nA</td>
<td>nA</td>
</tr>
<tr>
<td>IR</td>
<td>Input Current</td>
<td></td>
<td>5.0</td>
<td>10</td>
<td>nA</td>
<td>nA</td>
</tr>
<tr>
<td>PD</td>
<td>Power Consumption</td>
<td>V&lt;sub&gt;CC&lt;/sub&gt; = 1.25 V, R&lt;sub&gt;L&lt;/sub&gt; = 2.0 kΩ, V&lt;sub&gt;CC&lt;/sub&gt; = 15 V</td>
<td>15</td>
<td>15</td>
<td>mW</td>
<td>mW</td>
</tr>
<tr>
<td>PSRR</td>
<td>Power Supply Rejection Ratio</td>
<td></td>
<td>20</td>
<td>100</td>
<td></td>
<td></td>
</tr>
<tr>
<td>AU</td>
<td>Large Signal Voltage Gain</td>
<td>R&lt;sub&gt;L&lt;/sub&gt; = 2.0 kΩ, V&lt;sub&gt;CC&lt;/sub&gt; = 10 V</td>
<td>20</td>
<td>15</td>
<td>V/ΔV</td>
<td>V/ΔV</td>
</tr>
<tr>
<td>VO</td>
<td>Output Voltage Swinging</td>
<td>R&lt;sub&gt;L&lt;/sub&gt; = 10 kΩ</td>
<td>1.0</td>
<td>1.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>R&lt;sub&gt;L&lt;/sub&gt; = 2.0 kΩ</td>
<td>1.0</td>
<td>1.0</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**FIGURE 5A.5**
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Up to now we have assumed op amps with extremely high open-loop gains, regardless of frequency. A practical op amp provides high gain only from dc up to a given frequency, beyond which gain decreases with frequency and the output is also delayed with respect to the input. These limitations have a profound impact on the closed-loop characteristics of a circuit: they affect both its frequency and transient responses, and also its input and output impedances.

In this chapter we study the unity-gain frequency \( f_u \), the gain-bandwidth product (GBP), the closed-loop bandwidth \( f_b \), the full-power bandwidth (FPB), the rise time \( t_r \), the slew rate \( S_R \), and the settling time \( t_s \), as well as the impact on the responses and the terminal impedances of familiar circuits such as the four amplifier types, and filters. We also take the opportunity to discuss current-feedback amplifiers (CFAs), a class of op amps designed specifically for high-speed applications.

Since data sheets show frequency responses in terms of the cyclical frequency \( f \), we shall work with this frequency rather than with the angular frequency \( \omega \). One can readily convert from one frequency to the other via \( \omega = 2\pi f \). Moreover, a frequency response \( H(j\omega) \) is readily converted to the \( s \)-domain by letting \( j\omega \rightarrow s/2\pi \).

The open-loop response \( a(jf) \) of an op amp can be quite complex and will be investigated in general terms in Chapter 8. In the present chapter we limit ourselves to the particular but most common case of internally compensated op amps, that is, op amps incorporating on-chip components to stabilize their behavior against unwanted oscillations. Most op amps are compensated so that \( a(jf) \) is dominated by a single low-frequency pole.

6.1 OPEN-LOOP RESPONSE

The most common open-loop response is the dominant-pole response, so called because its frequency profile is primarily controlled by a single pole. To understand its origin, refer to Fig. 6.1, which provides a block diagram of the three-stage op amp circuit of Fig. 5.1. Here \( g_m \) is the transconductance gain of the first stage, and \( -a_2 \) is the voltage gain of the second stage, which is an inverting stage. Moreover, \( R_{eq} \) and \( C_{eq} \) represent the net equivalent resistance and capacitance between the node common to the first and second stage, and ground.

At low frequencies, where \( C_{eq} \) acts as an open circuit, we have

\[
V_O = 1 \times (-a_2) \times (-R_{eq}g_2) = g_m R_{eq} a_2 (V_P - V_N).
\]

The low-frequency gain, called the dc gain and denoted as \( a_0 \), is thus

\[
a_0 = g_m R_{eq} a_2.
\]  

(6.1)

As we know, this is a fairly large number. For the 741 op amp we shall assume the following working values: \( g_m = 189 \mu A/V, R_{eq} = 1.95 \Omega, \) and \( a_2 = 544 V/V \).

Increasing the operating frequency will bring the impedance of \( C_{eq} \) into play, causing gain to roll off with frequency because of the low-pass filter action provided by \( R_{eq} \) and \( C_{eq} \). Gain starts to roll off at the frequency \( f_b \) that makes \( |Z_{eq}| = R_{eq} \) or \( 1/2\pi f_b C_{eq} = R_{eq} \). This frequency, called the dominant-pole frequency, is thus

\[
f_b = \frac{1}{2\pi R_{eq} C_{eq}}.
\]  

(6.2)

From the data sheets we find that the 741 op amp has typically \( f_b = 5 \text{ Hz} \), indicating a dominant pole at \( s = -2\pi f_b = -10 \pi \text{ Np/s} \). Such a low-frequency pole requires that for a given \( R_{eq}, C_{eq} \) be suitably large. For the 741 op amp \( C_{eq} = 1/2\pi f_b R_{eq} = 1/(2\pi 5 \times 1.95 \times 10^6) = 16.3 \text{ nF} \). The on-chip fabrication of such a large capacitance would be prohibitive in terms of the chip area needed. This drawback is ingeniously

![FIGURE 6.1 Simplified op-amp block diagram.](image-url)
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Avoided by starting out with an acceptable value for $C_e$, and then exploiting the multiplicative property of the Miller effect to increase its effective value to $C_{eq} = (1 + a_2)C_e$. The 741 uses $C_e = 30 \, \mu F$ to achieve $C_{eq} = (1 + 544)30 = 16.3 \, nF$.

Expression for the Open-Loop Gain

In addition to the dominant pole created by $R_{eq}$ and $C_{eq}$, the open-loop response will generally include higher-order zeros and poles due to the transistors making up the different stages. The dominant-pole frequency is chosen deliberately low (5 Hz for the 741) to ensure that gain has dropped well below unity at the higher-order root frequencies, and their effect can thus be ignored. With this in mind, the open-loop response of an internally compensated op amp can be approximated as

$$a(jf) = \frac{a_0}{1 + jf/f_b} \quad (6.3)$$

where $j$ is the imaginary unit ($j^2 = -1$), $a_0$ is the open-loop dc gain, and $f_b$ is the open-loop -3-dB frequency, also called the open-loop bandwidth. Magnitude and phase are calculated as

$$a(jf) = \frac{a_0}{\sqrt{1 + (jf/f_b)^2}} \quad \angle a(jf) = -\tan^{-1}(f/f_b) \quad (6.4)$$

and are plotted in Fig. 6.2. We observe that gain is high and approximately constant only from dc up to $f_b$. Past $f_b$ it rolls off at the approximately constant rate of $-20 \, \text{dB/dec}$, until it drops to 0 dB (or 1 V/V) for $f = f_i$. This frequency is called the unity-gain frequency, or also the transition frequency, because it marks the transition from amplification (positive decibels) to attenuation (negative decibels). Imposing $1 = a_0/\sqrt{1 + (f_i/f_b)^2}$ in Eq. (6.4) and using the fact that $f_i \gg f_b$, we get

$$f_i = a_0 f_b \quad (6.5)$$

The 741 op amp has typically $f_i = 200,000 \times 5 = 1 \, \text{MHz}$. We wish to emphasize the following special cases:

$$a(jf)|_{f < f_b} = a_0 / 90^\circ \quad (6.5a)$$
$$a(jf)|_{f = f_b} = a_0 / \sqrt{2} / 45^\circ \quad (6.5b)$$
$$a(jf)|_{f > f_b} = f_i / f / -90^\circ \quad (6.5c)$$

We observe that over the frequency region $f \gg f_b$ the op amp behaves as an integrator, and that its gain-bandwidth product, defined as GBP = $|a(jf)| \times f$, is constant

$$\text{GBP} = f_i \quad (6.7)$$

For this reason, op amps with dominant-pole compensation are also referred to as constant-GBP op amps: increasing (or decreasing) $f_b$ by a given amount in the region of integrator behavior will decrease (or increase) $|a|$ by the same amount. This can be exploited to estimate gain at any frequency above $f_b$. Thus, at $f = 100 \, \text{Hz}$ the 741 has $|a| = f_i/f = 10^9/10^2 = 10,000 \, \text{V/V}$; at $f = 1 \, \text{kHz}$ it has $|a| = 1000 \, \text{V/V}$; at $f = 10 \, \text{kHz}$ it has $|a| = 100 \, \text{V/V}$; at $f = 100 \, \text{kHz}$ it has $|a| = 10 \, \text{V/V}$, and so forth. Browsing through linear databooks will reveal quite a few op amp families with a gain response of the type of Fig. 6.2. Most general-purpose types tend to have GBPs between 500 kHz and 20 MHz, with 1 MHz being one of the most frequent values. However, for wideband applications, op amp types are available with much higher GBPs. Current-feedback amplifiers, to be discussed in Section 6.7, are an example.

Though $a_0$ and $f_b$ may be useful for mathematical manipulations, in practice they are very ill-defined parameters because so are $R_{eq}$ and $a_2$, due to manufacturing process variations. We shall instead focus on the unity-gain frequency $f_i$, which turns out to be a more predictable parameter. To justify this claim, we note that at high frequencies the circuit of Fig. 6.1 yields $V_o \equiv 1 \times Z_C I_b = (1/2\pi f C)g_{m1} \times (V_p - V_T)$, or $a = g_{m1} / 2\pi f C$. Comparing with Eq. (6.6c) gives

$$f_i = \frac{8 \pi m_1}{2\pi f C} \quad (6.8)$$

By Eq. (5.7), $g_{m1} = I_A / 4V_T$. Substituting into Eq. (6.8) gives, for the 741 op amp,

$$f_i = \frac{I_A}{8\pi V_T C} \quad (6.9)$$

It is possible to design for reasonably stable and predictable values of $I_A$ and $C_e$, thus resulting in a dependable value for $f_i$. For the 741, $f_i = (19.6 \times 10^{-6})/(8\pi \times 0.026 \times 30 \times 10^{-12}) = 1 \, \text{MHz}$.
Graphical Visualization of the Loop Gain $T$

We are well aware of the central role played by the loop gain $T = a / (1 + \beta)$ in negative feedback. Since both $a$ and $\beta$ are generally frequency-dependent, so is $T$, and we seek a quick means for visualizing this dependence. Letting $T = a / (1 + \beta)$ allows us to write $|T|_{dB} = 20 \log_{10} |T| = 20 \log_{10} |a| - 20 \log_{10} (1 + \beta)$, or

$$|T|_{dB} = |a|_{dB} - |1/\beta|_{dB}$$  \hspace{1cm} (6.10a)

$$<T = |a| - \angle(1/\beta)$$  \hspace{1cm} (6.10b)

indicating that the Bode plots of $T$ can be found graphically as the difference between the individual plots of $a$ and $1/\beta$.

Figure 6.3 depicts the magnitude plot. To construct it, we first obtain the open-loop curve from the data sheets. Next, we find $\beta$ using the techniques of Section 1.7, take its reciprocal $1/\beta$, and then plot $|1/\beta|$. Since usually $|\beta| \leq 1 \textrm{ V/V}$, or $|\beta| \leq 0 \textrm{ dB}$, it follows that $|1/\beta| \geq 1 \textrm{ V/V}$, or $|1/\beta| \geq 0 \textrm{ dB}$; that is, the $|1/\beta|$ curve extends above the 0-dB axis. This curve will generally have some breakpoints, though in many cases it is flat. As shown, its low-frequency and high-frequency asymptotes are denoted as $1/f_0$ and $1/f_00$. Finally, we visualize $|T|$ as the difference between the $|a|$ and $|1/\beta|$ curves. The $|T|$ curve is shown explicitly at the bottom, but you should learn to visualize it directly from the diagram at the top.

The frequency $f_0$, at which the two curves meet is called the crossover frequency. Clearly, $|T(f_0)|_{dB} = 0 \textrm{ dB}$, or $|T(f_0)| = 1$. In the example shown, for $f \ll f_0$ we have $|T| \gg 1$, indicating a closed-loop behavior nearly ideal there. However, for $f \gg f_0$ we have $|T| \ll 0 \textrm{ dB}$, or $|T| < 1$, indicating a significant departure from the ideal. Thus, the useful frequency range for the op amp circuit is to the left of $f_0$. In Chapter 8 we shall find that $\angle T(f_0)$, the phase angle of $T$ at $f_0$, determines whether a circuit is stable as opposed to oscillatory.

![Figure 6.3](image_url)

In a Bode plot, the loop gain $|T|$ is the difference between the $|a|$ and $|1/\beta|$ curves.

Dominant-Pole PSpice Model

Though an op amp can be simulated at either the transistor or the macromodel level, at times we wish to use an even simpler model to focus on just one feature, such as the effect of the dominant pole. The circuit of Fig. 6.4 uses $R_{eq}$ and $C_{eq}$ to create a pole frequency at $f_p = 1/2\pi R_{eq}C_{eq}$. The following subcircuit file reflects typical 741 parameters:

```
*Simple one-pole op amp: a0 = 2000V/A, fb = 58k:
..subckt OA2 v1 v2 vO
rd v1 v2 20k input resistance
a0 1 0 v1 v2 200k dc gain
req 2 1 1.95k
R1 2 0 10k with Ceq, it sets fb as Ceq 2 0 16.32pf

subut 3 0 1 01 output buffer
ro 1 v0 75 output resistance
.ends OA2
```

As we proceed, we shall make frequent use of this subcircuit.

![Figure 6.4](image_url)

Simple PSpice model for a one-pole op amp.

### 6.2 CLOSED-LOOP RESPONSE

The fact that the loop gain $T$ is frequency-dependent will make the closed-loop response $A$ depend on frequency even when $A_{\text{ideal}}$ is designed to be frequency-independent, as in the case of purely resistive feedback. To stress this fact, we write

$$A(j\omega) = A_{\text{ideal}} \times \frac{1}{1 + 1/T(j\omega)}$$  \hspace{1cm} (6.11)

The deviation of the error function $1/(1 + 1/T(j\omega))$ from $1/|T|$ is now specified in terms of two parameters, namely, the magnitude error

$$\epsilon_m = \left| \frac{1}{1 + 1/T(j\omega)} - 1 \right|$$  \hspace{1cm} (6.12a)

and the phase error

$$\epsilon_p = -\angle \left[ 1 + 1/T(j\omega) \right]$$  \hspace{1cm} (6.12b)
The Noninverting Amplifier

The closed-loop response of the noninverting amplifier of Fig. 6.5a was given in Eq. (1.12). Substituting \( a = a_0/(1 + jf/f_b) \),

\[
A(jf) = \left(1 + \frac{R_2}{R_1}\right) \frac{1}{1 + \frac{R_2}{R_1}(1 + jf/f_b)/a_0}
\]

Using straightforward algebra, we can readily put this in the form \( A(jf) = A_0/(1 + jf/f_B) \), where

\[
A_0 = \left(1 + \frac{R_2}{R_1}\right) \frac{1}{1 + \frac{R_2}{R_1}/a_0} f_B = f_0 \left(1 + \frac{a_0}{R_1} \frac{R_1 + R_2}{ao}ight)
\]

Note again the use of lowercase letters for open-loop parameters, and uppercase letters for closed-loop parameters. Exploiting the fact that \( a_0 \gg 1 + R_2/R_1 \), we can write

\[
A(jf) = A_0 \times \frac{1}{1 + jf/f_B} \quad (6.13a)
\]

\[
A_0 \approx 1 + \frac{R_2}{R_1} f_B \approx \beta f_1 \quad (6.13b)
\]

where \( \beta = R_1/(R_1 + R_2) \) is the familiar feedback factor and \( f_1 = a_0 f_0 \) is the unity-gain frequency. We observe that the error function is the low-pass function \( 1/(1 + jf/f_B) \).

As depicted in Fig. 6.5b, the closed-loop gain \( A(jf) \) has \( A_0 \) as the dc gain and \( f_B \) as the -3-dB frequency, also called the closed-loop bandwidth. We note the following:

1. At low frequencies, where \( |T| \gg 1 \), Eq. (6.11) predicts \( A \to A_{\text{ideal}} = 1 + R_2/R_1 \).
2. At the crossover frequency, where \( |T| = 1 \), we have \( \angle T = \angle a - \angle (1/j) = -90^\circ \), or \( T = 1/0^\circ = -j1 \). By Eq. (6.11), \( A = A_{\text{ideal}}/(1 + j1) = (A_{\text{ideal}}/\sqrt{2})/45^\circ \). Clearly, this is the -3-dB frequency \( f_B \), and we can find it graphically by plotting \( |1/j| \) on the data-sheet graph of \( |a| \), and then locating the frequency at which the two curves intersect.

3. At high frequencies, where \( |T| \ll 1 \), Eq. (6.11) predicts \( A \to A_{\text{ideal}} \times T = (1 + R_2/R_1) \times a \times (1/(R_1 + R_2)) = a \), indicating that \(|A| \) will roll off with \(|a| \) there.

It is apparent that negative feedback reduces gain from \( a_0 \) to \( A_0 \) (\( A_0 < a_0 \)), but widens bandwidth from \( f_0 \) to \( f_B \) (\( f_B > f_0 \)). This curative property, referred to as broadbarring, constitutes another important advantage of negative feedback. It also benefits phase since \( 4\alpha = -45^\circ \) at \( f_0 \), but \( \delta \alpha = -45^\circ \) at \( f_B \).

**EXAMPLE 6.1** A 741 op amp is configured as a noninverting amplifier with \( R_2 = 2 \, \Omega \) and \( R_1 = 18 \, \Omega \). Find (a) the 1% magnitude error and (b) the 5° phase error bandwidths, defined, respectively, as the frequency ranges over which \(|a| \leq 0.01 \) and \(|\alpha| \leq 5° \). Solution.

(a) We have \( \beta = 0.1 \, \Omega/V \), so \( f_B = \beta f_0 = 100 \, kHz \). By Eq. (6.12a), \( \alpha = 1/\sqrt{1 + (f/f_B)^2} \). Imposing \( |a| \leq 0.01 \) yields \( 1/\sqrt{1 + (f/10)^2} \geq 0.99 \), or \( f \leq 14.2 \, kHz \).

(b) By Eq. (6.12b), \( \alpha = -\tan^{-1}(f/f_B) \). Imposing \( |\alpha| \leq 5° \) gives \( -\tan^{-1}(f/10^5) \leq 5° \), or \( f \leq 8.75 \, kHz \).

Gain-Bandwidth Tradeoff

By Eq. (6.13), the gain-bandwidth product of the noninverting amplifier is

\[
\text{GBP} = A_0 f_B = f_1 \quad (6.14)
\]

indicating a gain-bandwidth tradeoff. For instance, a 741 op amp configured for \( A_0 = 1000 \, V/V \) will have \( f_B = f_1/A_0 = 10^3/10^3 = 1 \, kHz \). Reducing \( A_0 \) by a decade, to \( 100 \, V/V \), will increase \( f_B \) also by a decade, to \( 10 \, kHz \). The amplifier with the lowest gain has also the widest bandwidth: this is the voltage follower, for which \( A_0 = 1 \, V/V \) and \( f_B = f_1 = 1 \, MHz \). It is apparent that \( f_1 \) represents a figure of merit for op amps. The gain-bandwidth tradeoff can be exploited to meet specific bandwidth requirements, as illustrated in the following example.

**EXAMPLE 6.2** (a) Using 741 op amps, design an audio amplifier with a gain of 60 dB.

(b) Sketch its magnitude plot. (c) Find its actual bandwidth.

Solution.

(a) Since \( 10^3 = 10^3 \), the design calls for an amplifier with \( A_0 = 10^3 \, V/V \) and \( f_B \geq 20 \, kHz \). A single 741 op amp will not do, because it would have \( f_B = 10^3/10^3 = 1 \, kHz \). Let us try cascading two noninverting stages with lesser individual gains but wider bandwidths, as depicted in Fig. 6.6a. Denoting the individual gains as \( A_1 \) and \( A_2 \), the overall gain is then \( A = A_1 \times A_2 \). One can easily prove that the widest bandwidth for \( A \) is achieved when \( A_1 = A_2 \) and \( A_0 = A_{\text{ideal}} = \sqrt{1000 = 31.62 \, V/V} \), or 30 dB. Then, \( f_{B1} = f_{B2} = 10^3/31.62 = 31.62 \, kHz \). (b) To construct the magnitude plot we note that since \( A = A_1^2 \), we have \( |A_{\text{mag}}| = |A|^2 \), indicating that the magnitude plot of \( A \) is obtained by multiplying that of \( A_1 \) by 2, point by point. The plot of \( |A| \) is in turn obtained via the graphical technique of Fig. 6.5b. The final result is shown in Fig. 6.6b.
FIGURE 6.6
Cascading two amplifiers, and the resulting frequency response $|A|$. (b) Note that at 31.62 kHz both $|A_1|$ and $|A_2|$ are 3 dB below their dc values, making $|A|$ in turn 6 dB below its dc value. The $-3$-dB frequency $f_a$ is such that $|A(jf_a)| = 10^{-3}/\sqrt{2}$. But $|A(jf)| = |A_1(jf)|^2 = 31.62^2/(1 + (f/f_a)^2)$. We thus impose $10^3/31.62^2 = 1 + (f_a/(31.62 \times 10^3))^2$ to obtain $f_a = 31.62 \sqrt{2} - 1 = 20.35$ kHz, which indeed meets the audio bandwidth requirement.

The Inverting Amplifier

Applying similar reasoning to the inverting amplifier of Fig. 6.7a, whose gain was obtained in Eq. (1.19), we get

$$A(jf) = A_0 \times \frac{1}{1 +jf/jB} \quad (6.15a)$$

$$A_0 \approx \frac{R_2}{R_1} \quad f_B \approx \beta f_r \quad (6.15b)$$

where the feedback factor is again $\beta = R_1/(R_1 + R_2)$. As before, these expressions hold as long as $\alpha_0 \gg 1 + R_2/R_1$. We note that the bandwidth $f_B$ is the same as for the noninverting amplifier; this is not surprising, since $f_B$ depends on $T$, which in turn depends on the op amp and its feedback network, regardless of the point of injection of the external signal. As depicted in Fig. 6.7b, we can still find $f_B$ graphically as the crossover frequency. However, since we now have $|A_0| = R_2/R_1 \times \beta f_r$, the plot of $|A|$ will be shifted downward.

The gain-bandwidth product of the inverting amplifier is $GBP = |A_0| \times f_B = (R_2/R_1) \times f_r R_1/(R_1 + R_2)$, or

$$GBP = \frac{R_2}{R_1} + \frac{R_2}{f_1} = (1 - \beta) f_r \quad (6.16)$$

This is less than the GBP of the noninverting counterpart, which coincides with $f_r$. The difference is more noticeable at low dc gains. For instance, a unity-gain noninverting amplifier $(R_1 = \infty, R_2 = 0)$ has GBP $= f_r$, whereas a unity-gain inverting amplifier $(R_1 = R_2)$ has GBP $= 0.5 f_r$. From the viewpoint of maximizing bandwidth, the former is obviously preferable.

If we observe and plot $|A|$ experimentally, we are likely to find a high-frequency departure from the curve predicted by Eq. (6.15). The high-frequency asymptotic value of $A$ is the feedthrough gain of Eq. (1.65), which we rephrase as

$$\lim_{a \to 0} A = \frac{z_0}{R_1 + (R_2 + z_0)(1 + R_1/z_d)} \quad (6.17)$$

to account for the fact that at high frequencies the input and output impedances $z_d$ and $z_0$ are generally no longer resistive. Depending on the op amp and its feedback network, as well as the application at hand, this asymptotic departure may be of concern.

EXAMPLE 6.3. Use PSpice to investigate the high-frequency behavior of a 741 inverting amplifier with $R_1 = R_2 = 1 \, k\Omega$.

Solution. As shown in Fig. 6.8, we use the test source $V_T$ to excite both the circuit, shown at the right, and a replication of its feedback network, shown at the left and identified by subscripts $f$. Using the subcircuit OA1 discussed at the end of Section 6.1,
we write the following circuit file:

```
Floating n, 1/beta, and A for the inverting amp:
Vn 1 0 0 ac
* Circuit to plot A:
R1 1 2 1k
R2 2 3 1k
R3 3 0 2 3k*
* Circuit to plot 1/beta:
ref 1 3 3k
R2 3 3 22k
R1 2 0 1k
R3 3 0 20kg
* Circuit to plot n:
R2 2 0 6k
R1 6 0 2k; avoids floating nodes
.ac dec 10 1ks 100mhz
.probe ;av(V(6)/V(1), 1/beta*V(1)/V(22), Av(3)/V(1))
.end
```

The plot of Fig. 6.9 confirms that \( A_{v_{-\infty}} \approx 75/(10^3 + 10^5 + 75) = 36.14 \text{mV/V} = -28.8 \text{dB} \). This value is affected by our choice of \( R_1 \) and \( R_2 \). For instance, increasing them to \( R_1 = R_2 = 10 \text{k}\Omega \) will push the high-frequency asymptote further down, to \(-48.6 \text{dB} \). The feedforward gain is of less concern in the noninverting configuration because the signal has to propagate through \( \beta \), which is usually very large and thus causes a great amount of attenuation.

![Figure 6.8](image)

PSpice circuit of Example 6.3.

6.3

INPUT AND OUTPUT IMPEDANCES

Figure 5A.7 indicates that at high frequencies the differential input impedance \( z_d \) and the output impedance \( z_o \) of the 741 op amp become, respectively, capacitive and inductive. This behavior is typical of most op amps, and is due primarily to the stray capacitances of the input transistors and to the frequency limitations of the output transistors. Moreover, if the inputs of a practical op amp are tied together and the impedance to ground is measured, the result is the common-mode input impedance \( z_c \). In the op amp model of Fig. 6.10, \( z_c \) has been split equally between the two inputs in order to yield \( (2z_c) = z_c \) when they are tied together.

Data sheets usually specify only the resistive portion of these impedances, namely, \( r_d, r_c, \) and \( r_o \). For BJT-input op amps, \( r_d \) and \( r_c \) are typically in the megohm and gigaohm range, respectively. Since \( r_c >> r_d \), the specification of \( r_c \) is often omitted, and only \( r_d \) is given. For FET-input devices, \( r_d \) and \( r_c \) are of the same order of magnitude and in the range of 100 G\( \Omega \) or higher.

A few manufacturers specify the reactive portions of \( z_d \) and \( z_c \), namely, the differential input capacitance \( C_d \), and the common-mode input capacitance \( C_c \). For example, the AD705 op amp (Analog Devices) has typically \( z_d = r_d \parallel C_d = (40 \text{M}\Omega) \parallel (2 \text{pF}) \) and \( z_c = r_c \parallel C_c = (300 \text{G}\Omega) \parallel (2 \text{pF}) \). In general, it is safe to assume values on the order of few picofarads for both \( C_d \) and \( C_c \). Though irrelevant at low frequencies, these capacitances may cause significant degradation at high frequencies. For instance, at \( 1 \text{kHz}, \) where \( Z_{c_c} = 1/(2\pi \times 10^3 \times 2 \times 10^{-12}) \approx -\infty \text{M}\Omega \), it has \( Z_c = (300 \text{G}\Omega) \parallel (-\infty \text{M}\Omega) \approx -\infty \text{M}\Omega \), a drastically reduced magnitude.

Let us now investigate how open-loop gain rolloff affects impedances. As we know, a closed-loop impedance \( Z \) can often be expressed in terms of its open-loop counterpart \( z \) as

\[
Z \approx z(1 + T)^{-1}
\] (6.18)
## Shunt Impedances

The impedance of the output-shunt topology of Fig. 6.14a is, by Eq. (1.61), $Z_0 \cong r_0/(1 + a\beta)$, where $\beta \equiv R_1/(R_1 + R_2)$. Proceeding in the usual manner, we get

$$Z_0 \cong \frac{R_0}{1 + j(f/f_0)}$$

(6.22)

where $R_0 = r_0/(1 + a\beta)$. Clearly, $Z_0(s)$ has a zero at $s = -2\pi f_0$, and a pole at $s = -2\pi f_0/(1 + a\beta)$. Referring to its plot of Fig. 6.14b we observe that the benefits of negative feedback are realized only at low frequencies, where $T$ is fairly large.

This inductive impedance can be modeled as in Fig. 6.15. At high frequencies, where $L_{eq}$ acts as an open, we impose $R_p = r_0$. At low frequencies, where $L_{eq}$ acts as a short, we impose $R_p || R_t \equiv R_t = r_0/(1 + a\beta)$. Finally, at $f_B$ we impose $|Z_{L_{eq}}(j\omega)| = r_0$, or $L_{eq} = r_0/(2\pi f_B)$. Note that Eq. (6.22) ignores the inductive behavior of $z_0$. One can obtain a more realistic picture via computer simulation, provided the macromodel being used duly reflects the actual behavior of $z_0$ with frequency.

### Example 6.6.

(a) Estimate $A(jf)$, $Z_i(jf)$, and $Z_o(jf)$ for the high-sensitivity I-V converter of Fig. 2.2 if it is implemented with $R = 100k\Omega$, $R_1 = 2k\Omega$, $R_2 = 18k\Omega$, and a 741 op amp.

(b) Compare with PSpice using the $\mu$A741 subcircuit of the EVAL.LIB file.

#### Solution.

Since $r_o >> R$ and $r_o << R_2$, we can write $\beta \equiv R_1/(R_1 + R_2) = 0.1 V/V$. Then, $A_0 \equiv -(1 + R_2/R_1)R = -1 V/\mu A$, $\alpha_0 \beta = 20 \times 10^3$, $f_B = \beta f_B = 100 kHz$. $R_t \equiv (R + (R_1 || R_2))/(1 + a\beta) = 5 \Omega$, and $R_0 = (r_0/(1 + a\beta) = 3.75 m\Omega$. Based on the above approximations, we estimate

$$A(jf) \cong \frac{-10^{-6}}{1 + jf/10^5}$$

$$Z_i(jf) \cong \frac{1 + jf/5}{1 + jf/10^5} \Omega$$

$$Z_o(jf) \cong \frac{3.75}{1 + jf/10^5} \Omega$$

These issues will be studied in Chapter 8.

### Example 6.5.

Repeat Example 6.4, but for the output impedance $Z_o$.

#### Solution.

The frequency breakpoints are $f_o = f_0/a_0 = 10 Hz$ and $f_B = \beta f_B = 100 kHz$. The element values are $R_p = 100 \Omega$, $R_t = 100/(1 + a^4) \equiv 10 \Omega$, and $L_{eq} = 100/2\pi f_0 = 159 \mu H$.
The results of the simulation, shown in Fig. 6.18, are in reasonable agreement with our predictions. The minor discrepancies are due to differences between the simplified model used in our calculations and the Boyle model used by PSpice.

6.4 TRANSIENT RESPONSE

So far we have investigated the effect of the open-loop dominant pole in the frequency domain. We now turn to the time domain by examining the transient response, that is, the response to an input step as a function of time. This response, like its frequency-domain counterpart, varies with the amount of feedback applied. In the data sheets it is usually specified for unity feedback, that is, for the voltage follower configuration; however, the results can readily be generalized to other feedback factors.

The Rise Time $t_R$

As we know, the small-signal bandwidth of the voltage follower is $f_s$, so its frequency response can be written as

$$A(j\omega) = \frac{1}{1 + j\omega/f_s}$$

indicating a pole at $s = -2\pi f_s$. Subjecting the voltage follower of Fig. 6.19a to an input voltage step of sufficiently small amplitude $V_m$ will result in the well-known exponential response

$$v_o(t) = V_m(1 - e^{-t/f_s})$$

The time $t_R$ it takes for $v_o$ to swing from 10% to 90% of $V_m$ is called the rise time, and it provides an indication of how rapid the exponential swing is. We easily find

$$t_R = \frac{1}{2\pi f_s}$$
slew rate \( t_R = \frac{1}{f_{1}} \), or
\[
tr = t \ln(0.9) - \ln(0.1)
\]
This provides a link between the frequency-domain parameter \( f_1 \) and the time-domain parameter \( t_R \); clearly, the higher \( f_1 \), the lower \( t_R \).

The 741 op amp has \( t = 1/(2\pi \times 10^6) \approx 159 \text{ ns} \) and \( t_R \approx 350 \text{ ns} \). A closer look at its small-signal-step response of Fig. 5A.6 indicates a small amount of ringing. This is due to higher-order complex pole pairs, which we have neglected in our dominant-pole approximation.

**Slew-Rate Limiting**

The rate at which \( v_O \) changes with time is highest at the beginning of the exponential transition. Using Eq. (6.25a), we find \( dv_O/dt|_{t=0} = V_m/t \), which is also illustrated in Fig. 6.19b. If we increase \( V_m \), the rate at which the output slews will have to increase accordingly in order to complete the 10%-to-90% transition within the time \( t_R \). In practice it is observed that above a certain step amplitude the output slope saturates at a constant value called the **slew rate** (SR). The output waveform, rather than an exponential curve, is now a ramp. Figure 6.20a shows the slew-rate limited response to a pulse. As we shall see in greater detail shortly, slew-rate limiting is a nonlinear effect that stems from the limited ability by the internal circuitry to charge or discharge the frequency-compensation capacitance \( C_f \).

The SR is expressed in volts per microsecond. The data sheets give \( SR = 0.5 \text{ V/\mu s} \) for the 741C op amp version and \( SR = 0.7 \text{ V/\mu s} \) for the 741E version. This means that to complete a 10-V output swing, a 741C voltage follower takes approximately \((10 \text{ V})/(0.5 \text{ V/\mu s}) = 20 \text{ \mu s}\).

When an op amp is operated in the inverting mode, the slew rate during a positive-going swing is usually the same as that during a negative-going swing. However, when operation is in the noninverting mode, the common-mode input swing brings additional parasitic capacitances into play, which result in asymmetric SR values as well as other second-order effects such as discontinuities at the onset of the step. This is shown in Fig. 5A.7 for the 741 op amp. Unless stated to the contrary, we shall assume symmetric SR values for simplicity.

We stress that SR is a nonlinear large-signal parameter, while \( t_R \) is a linear small-signal parameter. The critical output-step magnitude corresponding to the onset of slew-rate limiting is such that \( V_{om(crit)} = SR \). Using Eq. (6.25b), this gives
\[
V_{om(crit)} = \frac{\pi}{2f_1} \tag{6.27}
\]
For the 741C, \( V_{om(crit)} = 0.5 \times 10^6/(2\pi \times 10^6) = 80 \text{ mV} \). This means that as long as the input step is less than 80 mV, a 741C voltage follower responds with an exponential transition governed by \( t = 159 \text{ ns} \). However, for a greater input step, the output slews at a constant rate of 0.5 V/\mu s until it comes within 80 mV of the final value, after which it performs the remainder of the transition in exponential fashion. The above results can be generalized to circuits with \( \beta < 1 \) by replacing \( f_1 \) with \( \beta f_1 \).

**Example 6.7.** With an input-stage bias current \( I_A \) of 19.6 \mu A \) and a compensation capacitance \( C_f \) of 30 \pi F, a 741-type op amp gives \( SR = 0.633 \text{ V/\mu s} \). If such an op amp is configured as in Fig. 6.21, find its response \( v_o(t) \) to an input step of \( -0.5 \text{ V} \).

**Solution.**

(a) By inspection, \( A_0 = -4 \text{ V/V} \) and \( \beta = 0.2 \text{ V/V} \). So, \( t = 1/(2\pi \times 10^6) \approx 159 \text{ ns} \) and \( V_{om(crit)} = 0.5 \text{ V/\mu s} \). Once the transient has died out, we have \( v_o(\infty) = A_0v_o = -4(-0.5) = 2 \text{ V} \). Since this is greater than 0.504 V, \( v_o(t) \) will be a slew-rate limited ramp until it reaches \( 2 - 0.504 = 1.496 \text{ V} \) and be an exponential transient thereafter.

Let \( v_o(t) = 0.5u(t) \text{ V} \), where \( u(t) \) is the step unit function. As long as \( v_o < 1.496 \text{ V} \) we have \( v_o(t) = SR \times t = 0.633 \times 10^6 \times t \). The instant at which \( v_o \) reaches 1.496 V is \( t_1 = 1.496/(0.633 \times 10^6) = 2.36 \text{ \mu s} \). For \( t > t_1 \) we can write
\[
v_o(t) = v_o(\infty) + [v_o(t_1) - v(\infty)]\exp\left[-(t-t_1)/T\right] = 2 - 9.81 \times \exp[-t/(796 \text{ ns})] \text{ V}.
\]

**Figure 6.20**

Effect of slew-rate limiting for (a) a pulse input, and (b) a sine wave input.

**Figure 6.21**

Circuit of Example 6.7.
To avoid slew-rate limiting, keep \( v_{om} \) well below the op amp’s slew rate \( SR \), which is typically specified in the data sheet and is associated with the amplifier’s power supplies. Assuming symmetric output saturation values of \( \pm V_{sat} \), we can write

\[
FPB = \frac{SR}{2\pi V_{sat}}
\]

Thus, a 741C op amp with \( V_{sat} = 13 \text{ V} \) has \( FPB = 0.5 \times 10^6/2 \pi 13 = 6.1 \text{ kHz} \). Exceeding this frequency will yield a distorted as well as reduced output. When applying an amplifier we must make sure that neither its slew-rate limit \( SR \) nor its -3-dB frequency \( f_B \) is exceeded.

**Example 6.4.** A 741C op amp with \( \pm 15 \text{-V} \) supplies is configured as a noninverting amplifier with a gain of 10 \( V/V \). (a) If the ac input amplitude is \( V_{in} = 0.5 \text{ V} \), what is the maximum frequency before the output distorts? (b) If \( f = 10 \text{ kHz} \), what is the maximum value of \( V_{in} \) before the output distorts? (c) If \( V_{in} = 40 \text{ mV} \), what is the useful frequency range of operation? (d) If \( f = 2 \text{ kHz} \), what is the useful input amplitude range?

**Solution.**

(a) \( V_{in} = AV_{in} = 10 \times 0.5 \text{ V} = 5 \text{ V} \); \( f_{out} = SR/2 \pi V_{in} = 0.5 \times 10^6/2 \pi 5 \approx 16 \text{ kHz} \).

(b) \( V_{omax} = SR/2 \pi f = 0.5 \times 10^6/2 \pi 10^4 = 7.96 \text{ V} \); \( V_{omin} = V_{omax}/A = 7.96/10 = 0.796 \text{ V} \).

(c) To avoid slew-rate limiting, keep \( f \leq 0.5 \times 10^6/(2 \pi 10 \times 10^4) \approx 200 \text{ kHz} \). Note, however, that \( f_B = f_{out}/A = 10^6/10 = 100 \text{ kHz} \). The useful range is thus \( f \leq 100 \text{ kHz} \), and it is dictated by small-signal considerations, rather than slew-rate limiting.

(d) \( V_{omax} = 0.5 \times 10^6/(2 \pi 2 \times 10^4) = 39.8 \text{ V} \). Since this is greater than \( V_{sat} \) or \( 13 \text{ V} \), the limiting factor is in this case output saturation. Thus, the useful input amplitude range is \( V_{in} \leq V_{omax}/A = 13/10 = 1.3 \text{ V} \).

**The Settling Time \( t_s \)**

The rise time \( t_R \) and slew rate \( SR \) give an indication of how rapidly the output changes, respectively, under small-signal and large-signal conditions. The parameter of greatest concern in many applications is the settling time \( t_s \), defined as the time it takes for the response to a large input step to settle and remain within a specified error band, usually symmetric about its final value. Settling times are typically specified to accuracies of 0.1% and 0.01% of a 10-V input step. As an example, the AD843 op amp (Analog Devices) has typically \( t_s = 135 \text{ ns} \) to 0.01% of a 10-V step.

As shown in Fig. 6.23a, \( t_s \) is comprised of an initial propagation delay due to higher-order poles, followed by an \( SR \)-limited transition to the vicinity of the final value, followed by a period to recover from the overload condition associated with the \( SR \), and finally settle toward the final equilibrium value. The settling time depends both on linear and nonlinear factors, and is generally a complex phenomenon.1 4 A
the painstaking process of amplifier design can easily be defeated. This includes keeping component leads extremely short, using metal-film resistors, orienting components so as to minimize stray capacitances and connection inductances, properly bypassing the power supplies, and providing separate ground returns for the input, the load, and the feedback network. Fast settling times are particularly desirable in high-speed, high-accuracy D-A converters, sample-and-hold amplifiers, and multiplexed amplifiers.

### Slew-Rate Limiting: Causes and Cures

It is instructive to investigate the causes of slew-rate limiting since even a qualitative understanding can better help the user in the op amp selection process. Referring to the block diagram of Fig. 6.24, we observe that as long as the input step amplitude \( V_m \) is sufficiently small, the input stage will respond in proportion and yield \( \frac{dv_o}{dt} = g_m V_m \). By the capacitance law, \( \frac{dv_o}{dl} = \frac{d^2v_o}{dt^2} = g_m V_m/C_e \), thus confirming that the output rate of change is also proportional to \( V_m \). However, if we overdrive the input stage, \( i_o \) will saturate at \( \pm I_A \), as depicted in Fig. 5.2b. The capacitor \( C_e \) will become current-starved, and \( \frac{dv_o}{dt} \) \( \text{max} = I_A/C_e \). This is precisely the slew rate,

\[
SR = \frac{I_A}{C_e} \quad (6.30)
\]

Using the 741 op amp working values of Section 5.1, namely, \( I_A = 19.6 \mu A \) and \( C_e = 30 \) pF, we estimate \( SR = 0.653 \) V/jus, in reasonable agreement with the data sheets.

It is important to realize that during slew-rate limiting \( v_N \) may depart from \( v_p \) significantly because of the drastic drop in the open-loop gain brought about by input-stage saturation. During limiting the circuit is insensitive to any high-frequency

---

**Figure 6.23**

Settling time \( t_S \) and circuit to measure \( t_S \). (\( D_1 \) and \( D_2 \) are HP2835 Schottky diodes.)

---

**Figure 6.24**

Op amp model to investigate slew-rate limiting.
components at the input. In particular, the virtual-ground condition of the inverting configuration does not hold during limiting. This is confirmed by the shape of $v_{\text{IN}}$ in Fig. 6.22.

We can gain additional insight by relating large-signal and small-signal behavior. In Eq. (6.8) it was found that $f_s = \frac{s}{2\pi C_e}$. Solving for $C_e$ and substituting into Eq. (6.30) gives

$$SR = \frac{2\pi f_s I_A}{\frac{s}{2\pi}}$$

This expression points to three different ways of increasing the SR, namely, (a) by increasing $f_s$, (b) by reducing $s$, or (c) by increasing $I_A$.

In general, an op amp with a high $f_s$ tends to exhibit also a high SR. By Eq. (6.8), $f_s$ can be increased by reducing $C_e$. This is especially useful in the case of uncompensated op amps, for then the user can specify a compensation network that will also maximize the SR. A popular example is offered by the 301 and 748 op amps, which, when used in high-gain configurations, can be compensated with a smaller $C_e$ value to achieve a higher $f_s$, as well as a higher SR. Even in low-gain applications, other frequency-compensation schemes than the dominant pole are possible, which may improve the SR significantly. Popular examples are the so-called input-lag and feedforward compensation methods, to be addressed in Chapter 8. For instance, with dominant-pole compensation, the 301 op amp offers dynamic characteristics similar to those of the 741; however, with feedforward compensation, it achieves $f_s = 10$ MHz and SR = $10 \, V/\mu A$.

The second method of increasing the SR is by reducing the input-stage transconductance $g_m$. For BJT input stages, $g_m$ can be reduced via emitter degeneration, which is obtained by including suitable resistances in series with the emitters in the differential input pair to deliberately reduce, or degenerate, transconductance. The LM318 op amp (National Semiconductor) utilizes this technique to achieve $SR = 70 \, V/\mu A$ with $f_s = 15$ MHz. Alternatively, $g_m$ can be reduced by implementing the differential input pair with FETs, whose transconductance is notoriously lower than that of BJTs for similar biasing conditions. For instance, the TL080 op amp (Texas Instruments), which is similar to the 741 except for the replacement of the input pair with a JFET pair, offers $SR = 13 \, V/\mu A$ at $f_s = 3$ MHz. We are now able to appreciate two good reasons for having a JFET input stage: one is to achieve very low input bias and offset currents, and the other is to enhance the slew rate.

The third method of increasing the SR is by increasing $I_A$. This is especially important in the case of programmable op amps, so-called because their internal operating currents can be programmed by the user via an external current $I_{\text{SET}}$. This current is usually set by connecting a suitable external resistor, as specified in the data sheets. The internal currents, including the quiescent supply current $I_Q$ and the input-stage bias current $I_A$, are related to $I_{\text{SET}}$ in current-mirror fashion, and are thus programmable over a wide range of values. By Eqs. (6.9) and (6.30), both $f_s$ and SR are proportional to $I_A$, which in turn is proportional to $I_{\text{SET}}$, indicating that the op amp dynamics are also programmable. For instance, varying $I_{\text{SET}}$ from 0.1 $\mu A$ to 100 $\mu A$ for the HA-2725 programmable op amp (Harris) varies SR from 0.06 $V/\mu A$, to 6 $V/\mu A$, and $f_s$ from 5 kHz to 10 MHz, providing the user with the ability to tailor the dynamics to a wide variety of situations.

6.5 EFFECT OF FINITE GBP ON INTEGRATOR CIRCUITS

As we know, the integrator of Fig. 6.25a yields

$$H_{\text{ideal}}(j\omega) = -\frac{1}{j\omega f_0}$$

where $f_0 = 1/(2\pi RC)$ is the unity-gain frequency. To investigate the effect of the open-loop gain rolloff, we calculate the feedback factor $\beta = R/(R + 1/(2\pi f C))$. Expanding, we get

$$\beta = \frac{1}{1 + j\omega f_0}$$

As shown in Fig. 6.25b, $|1/\beta|$ has the low-frequency and high-frequency asymptotes $|1/\beta| = 1/(1/f_0)$ and $|1/\beta| = 1 V/V = 0 \, dB$, and it intercepts the $|\alpha|$ curve at $f = f_0/|\alpha_0|$ and at $f = f_s$.

The frequency region of nearly ideal behavior is $f_0/|\alpha_0 \ll f \ll f_s$, where $|T| > 1$. Below $f_0/|\alpha_0$, $C$ acts as an open circuit compared to $R$, so the circuit amplifies with the full open-loop gain there, giving $H = -|\alpha_0$. Above $f_s/|T|$ drops below unity to give $H \approx H_{\text{ideal}} \times T$ there, indicating a frequency rolloff of $-40 \, dB/dec$. It is apparent that for a single-pole op amp, $H(s)$ has $-\alpha_0$ as dc gain and two real poles at $s = -2\pi f_0/|\alpha_0$ and $s = -2\pi f_s$, so we write

$$H(j\omega) \approx -\alpha_0 \frac{1}{1 + j\omega f_0/|\alpha_0|} \frac{1}{1 + j\omega f_s/|T|}$$

(6.33)

Compared to Eq. (6.32), the actual response is of the second order because of the presence of two reactive elements, namely, the external compensation capacitance $C_e$ and the internal compensation capacitance $C_i$.

According to Eq. (6.32), the integrator should provide a phase shift of $90^\circ$. In practice, because of the two breakpoints, the shift will depart from $90^\circ$ at both the

\[ \text{(a)} \]

\[ \text{(b)} \]

\[ \text{FIGURE 6.25} \]

The inverting integrator and its transfer function $|H|$. 
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CHAPTER 6

Dynamic Op Amp Limitations
Passive Compensation of Integrators

The integrator of Fig. 6.26a is compensated by means of an input parallel capacitance $C_c$. If we specify its value so that $|Z_c(jf)| = R$, or $1/2\pi f_c R_c = R$, then the phase lead due to the high-pass action by $C_c$ will compensate for the phase lag due to the low-pass term $1/(1 + jf/f_1)$, thus expanding the frequency range of negligible phase error. This technique, also referred to as zero-pole cancellation, requires that

$$C_c = 1/2\pi f_1 R_c \quad (6.36)$$

The scheme of Fig. 6.26b achieves a similar result, but using a feedback series resistance $R_c$, and decreasing the input resistance from $R$ to $R - R_c$. This method offers better trimming capabilities than capacitive compensation. It can be shown (see Problem 6.45) that letting

$$R_c = 1/2\pi f_1 C_f \quad (6.37)$$

will make $H(jf) = H_{\text{ideal}}$, provided the components are scaled such that the open-loop output impedance $Z_o$ is negligible compared to $R_c$.

Because of manufacturing process variations, the value of $f_1$ is not known precisely, so $C_c$ or $R_c$ must be trimmed for each individual op amp. Even so, compensation is difficult to maintain because $f_1$ is sensitive to temperature and power-supply variations.

Active Compensation of Integrators

The drawbacks of passive compensation are ingeniously avoided with active compensation, also called because it exploits the matching and tracking properties of dual op amps to compensate for the frequency limitations of one device using the very same limitations of the other. Although this technique is general and will be readdressed in Section 8.6, we are presently focusing on the compensation of integrators.

Applying the superposition principle to the circuit of Fig. 6.27a, we can write

$$V_0 = -a_1 \left( \frac{1}{1 + jf_1 f_0} + \frac{jf_0}{1 + jf_0} a_2 V_o \right) \quad A_2 = \frac{1}{1 + jf_1 f_2}$$

where $f_0 = 1/2\pi R C$. To find $H = V_o/V_i$, we eliminate $A_2$, substitute $a_1 = f_1 f_2$, and let $f_2 = f_1 = f_1$ to reflect matching. This gives $H(jf) = H_{\text{ideal}} \times 1/(1 + 1/f_1)$, where the error function is now

$$\frac{1}{1 + 1/f_1} = \frac{1 + jf_1 f_2}{1 + jf_2 f_1 - (f_1 f_2)^2} = 1 - (f_1 f_2)^2$$

The last step reveals an interesting property: the rationalization process leads to the mutual cancellation of the first- and second-order terms in $f_1 f_2$ in the numerator, leaving only the third-order term. We thus approximate, for $f \ll f_1$,

$$\epsilon_\phi \approx -(f_1 f_2)^3$$

indicating a much smaller error than in Eq. (6.35).

In Fig. 6.27b, $O_{A1}$ contains the inverting op amp $O_{A2}$ in its feedback path, so its input polarities have been interchanged to keep feedback negative. One can prove (see Problem 6.46) that

$$\frac{1}{1 + 1/f_1} = \frac{1 + jf_1 f_0}{1 + jf_1 f_2 - (f_1 f_2)^2} = 1 - 3(f_1 f_2)^2$$

indicating an error of about $3(f_1 f_2)^2$.
where we have ignored higher-order terms in $\frac{f_0}{f_t}$. We now have

$$\Phi \approx \frac{f_0}{f_t}$$

(6.40)

Though not as small as in Eq. (6.39), this phase error has the advantage of being positive, a feature we shall exploit shortly.

Q-Enhancement Compensation

It has been found that the effect of nonideal op amps on dual-integrator-loop filters such as the state-variable and biquad varieties is to raise the actual value of $Q$ above the design value predicted under ideal op amp assumptions. This effect, aptly referred to as $Q$ enhancement, has been analyzed for the case of the biquad configuration in terms of the phase errors introduced by the two integrators and the third amplifier. The result is

$$Q_{\text{actual}} \approx \frac{Q}{1 - 4Qf_0/f_t}$$

(6.41)

where $f_0$ is the integrator unity-gain frequency, $f_t$ is the op amp transition frequency, and $Q$ is the quality factor in the ideal op amp limit $f_t \to \infty$. As pictured in Fig. 6.28, for a design value of $Q = 25$ and op amps with $f_t = 1$ MHz, $Q_{\text{actual}}$ increases with $f_0$ until it becomes infinite for $f_0 \geq f_t/4Q = 10^4/100 = 10$ kHz. At this point the circuit becomes oscillatory. Besides $Q$ enhancement, the finite GBP of the op amps causes also a shift in the characteristic frequency $f_0$ of the filter,

$$\frac{\Delta f_0}{f_0} \approx -\left(\frac{f_0}{f_t}\right)$$

(6.42a)

For small $Q$ deviations, Eq. (6.41) gives

$$\frac{\Delta Q}{Q} \approx 4Qf_0/f_t$$

(6.42b)

Together, these equations indicate the GBP that is needed to contain $\Delta f_0/f_0$ and $\Delta Q/Q$ within specified limits.

![Figure 6.28](image-url)  
**Figure 6.28** $Q$ enhancement.

**Example 6.9.** Specify suitable components in the biquad filter of Fig. 3.36 to achieve $f_0 = 10$ kHz, $Q = 25$, and $H_{\text{GBP}} = 0$ dB, under the constraint that the deviations of $f_0$ and $Q$ from their design values because of finite GBP's be within 1%.

**Solution.** Use $R_1 = R_2 = R_3 = 250$ kΩ, $C_1 = C_2 = 5 \mu$F.

To meet the $f_0$ and $Q$ specifications, we need, respectively, $f_t \geq f_0(1/Qf_0/100) = 10^4/0.01 = 1$ MHz, and $f_t \geq 4 \times 25 \times 10^6/0.01 = 100$ MHz. The $Q$ specification is the most demanding, so we need GBP $\geq 100$ MHz.

The onerous GBP requirements imposed by the $Q$ specification can be relaxed dramatically if we use phase-error compensation to eliminate the $Q$-enhancement effect. Figure 6.29a shows a passively compensated realization of the filter of Example 6.9, but using 1-MHz op amps. To compensate for the phase errors of the integrators as well as the inverting amplifier, whose pole frequency $f_B$ is half

![Figure 6.29](image-url)  
**Figure 6.29** Biquad filter with (a) passive and (b) active compensation.
the pole frequency $f_1$ of each integrator, we use a single capacitance, but four times as large as that predicted by Eq. (6.38), or $C_c = \frac{2}{\pi R f_1} \approx 64 \text{ pf}$.

Figure 6.29B eliminates the $Q$-enhancement effect using the active compensation scheme of Fig. 6.27B. In this case, the phase error of the inverting amplifier is used to cancel out the negative error of the leftmost integrator. It is intriguing that just a few rewirings can accomplish so much!

Whether actively or passively compensated, the filter still exhibits the frequency shift of Eq. (6.42a). We eliminate it by altering the design values so as to make actual values coincide with desired values, a technique referred to as predistortion.

**EXAMPLE 6.10.** (a) Verify the circuits of Fig. 6.29 with PSPice. (b) Predict the component values so that $f_0 = 10$ kHz.

**Solution.**

(a) Let nodes be numbered sequentially from left to right, and let $V_0 = 1 \text{ V/V}$ and $f_0 = 1$ Hz. The following circuit file uses the LAPLACE facility of PSPice as an alternative method for simulating $a(jf)$.

```
Biquad filter with $f_0 = 10 \text{ kHz}$, $Q = 25$, $QBP = 6 \text{ dB}$:

V1 1 0 ac 1V
R3 2 3 250k
C1 2 3 1.5915nF
e001 0 Laplace [V(0,3)/V(1)]=[1/6/(1+6.2831)]
R2 3 4 10k
e002 4 5 1.5915nF
e002 5 6 Laplace [V(0,4)/V(1)]=[1/6/(1+6.2831)]
R5 5 6 10k
e003 6 7 10k
e003 7 0 Laplace [V(0,6)/V(1)]=[1/6/(1+6.2831)]
R1 7 2 10k
.-ac lin 100 9.1kHz 11kHz
.-probe /R = V(3)/V(1)
.end
```

The results of the simulation, shown in Fig. 6.30 (top) reveal an intolerable $Q$ enhancement. To provide passive compensation, we simply add the statement

```
C0 2 7 64pF
```

whereas to provide active compensation, we change the node connections for $C_2$, $V_0$, and $R_1$, as

```
C2 4 7 1.5915nF
e004 5 0 Laplace [V(6,0)/V(1)]=[1/6/(1+6.2831)]
R1 7 2 10k
```

everything else remaining the same. The plot shows that compensation, whether active or passive, eliminates $Q$ enhancement. However, by Eq. (6.42a), we still have a frequency downshift compared to the ideal response. The ideal response has been obtained by changing the value of each Laplace source from 186 to 129.

(b) To obtain $f_0 = 10$ kHz, we reduce either all capacitances or all resistances by the amount $f_0 = 10^4$, or $10^3$. For instance, changing both capacitances from 1.5915 nF to 1.5756 nF in the circuit of Fig. 6.29b gives a response hardly distinguishable from the ideal one, as shown in Fig. 6.30 (bottom).

Before concluding, we wish to point out that the results derived above for the active compensation schemes are based on a single-pole open-loop response. Practical op amps exhibit additional higher-order roots whose effect is to increase the amount of phase lag at $f_0$ sometimes well above that associated with a single pole. Additional lag is introduced also by inverting-input parasitics, a subject that will be addressed in Section 6.2. Consequently, a practical filter circuit may exhibit localized oscillations, thus requiring additional compensation measures in order to function properly.

**6.6 EFFECT OF FINITE GBP ON FILTERS**

To assess the effect of finite GBP on filter performance we must take into account the open-loop gain $a(jf)$ when deriving transfer functions. It is fair to say that because of the additional reactive element provided by the internal compensation capacitance $C_c$, the order of the transfer function will generally be increased by the
number of op amps present. The amount of algebra involved is still manageable in the case of first-order filters, but becomes prohibitive as the order and complexity of the filter are increased.

First-Order Filters

First-order filters can be solved analytically, as already exemplified by the integrators of the previous section. We present an additional example in the high-pass filter of Fig. 6.31a. Ideally, this filter has the cutoff frequency \( f_0 = 1/2\pi R_1C \) and the high-frequency gain \( H_0 = -R_2/R_1 \). To investigate the effect of GBP, we first find

\[
\frac{1}{\beta} = 1 + \frac{f/f_0}{1 + jf/f_p} \quad \text{fp} = \frac{1}{2\pi R_1 C} \quad f_s = \frac{f_p}{1 + R_2/R_1}
\]

This function has the high-frequency asymptote \( \beta_{BO} = 1 + R_2/R_1 \), so it intercepts the \([\alpha]\) curve at

\[
f_s = \beta_{BO} f_s = f_s/(1 + R_2/R_1)
\]

The actual transfer function \( H = H_{ideal} \times 1/(1 + 1/T) \) is thus

\[
H(jf) = \left(\frac{R_2}{R_1}\right)^j/jf/f_0 \times \frac{1}{1 + jj/f_s}
\]

As also shown graphically in Fig. 6.31b, the finite GBP has changed the filter from a first-order high-pass to a second-order wideband pass-band. As usual, the region of nearly ideal high-pass behavior is \( f \ll f_s \), where \( |f| > 0 \).

**EXAMPLE 6.11.** In the circuit of Fig. 6.31a let \( C = 5/\pi \text{nF}, R_1 = 10 \Omega, R_2 = 30 \Omega \), and GBP = 1 MHz. Find the frequency range over which the departure of \(|H|\) from \( |H_{ideal}| \) is less than 1%. How does the finite GBP affect the cutoff frequency?

Solution. We have \( f_s = 10^6/(1 + 30/10) = 250 \text{ kHz} \). Imposing \( 1/|1 + (jf/f_s)^2| \geq 0.99 \) yields \( f \leq 36.6 \text{ kHz} \). Ideally, \( f_{-3dB} = f_s = 10^6 \text{ Hz} \). To find the actual value, impose \( 1 + (f_{-3dB}/f_s)^2 \geq 2(1 - 0.01)^2 \). This gives \( f_{-3dB} = 10.016 \text{ kHz} \), so \( \Delta f_{-3dB} = 0.016\% \).

Additional first-order filter examples are covered in the end-of-chapter exercise.

Second-Order Filters

The analysis of second-order filters is more contrived than that of first-order circuits. In a single-op-amp configuration the actual transfer function \( H(s) \) will have three poles; in a three-op-amp structure such as the SV and biquad filters, \( H(s) \) will have five poles. In general, the effect of finite GBPs is to create new poles as well as rearrange the existing ones, thus altering the frequency response. In some cases the poles may spill into the right half of the \( s \)-plane and lead to instability; the biquad filter of Section 6.5 is an example.

To gain a qualitative feel, we investigate the multiple-feedback filter of Fig. 6.32 for the equal-C case. To find \( H(s) \), we first obtain an expression for \( V_o \) in terms of \( V_i \) and \( V_o \) by applying KCL at nodes 2 and 4. Then, we let \( V_o = -a(s)V_i \) and solve for the ratio \( V_o/V_i \). The result is

\[
H(s) = \frac{H_{GBP}}{s^2 + \frac{1}{Q_o} + \frac{1}{\alpha} + \frac{1}{\alpha} + \frac{Q^2}{\alpha^2}}
\]

where \( H_{GBP}, Q_o, \) and \( Q \) are as in Eq. (3.71). It is apparent that once we substitute \( a = \alpha / s = 2\pi f_2 / s \), we end up with a third-order function, whereas for \( a = \infty \) the order is only two.

**EXAMPLE 6.12.** Using 10-nF capacitances, specify suitable components in the circuit of Fig. 6.32 for \( H_{GBP} = 0 \text{ dB}, f_0 = 10 \text{ kHz}, Q = 10 \), and a BW deviation from its design value due to finite GBP of 1% or less.

Solution. Using Eqs. (3.72) and (3.73), we get \( R_1 = 15.92 \Omega, R_2 = 79.98 \Omega, \) and \( R_1 = 31.83 \Omega \). Since \( \text{BW} = f_0/Q, \) Eq. (4.66) gives \( \Delta \text{BW}/\text{BW} = 2Q_{GBP}f_0/Q \). Consequently, \( \text{GBP} \geq 2 \times 10 \times 10^6/0.01 = 20 \text{ MHz} \).
An alternative to using high-GBP op amps is to predistort the filter parameters so as to make the actual values coincide with those given in the specifications. In this respect, PSpice simulation provides an invaluable tool in determining the amount of predistortion required for a given value of \( f_0 \).

**EXAMPLE 6.13.** Design a filter meeting the specifications of Example 6.12 with a 1-MHz op amp.

**Solution.** With \( f_0 = 1 \) MHz we get \( Q_0/10 = 0.1 \), so by Eq. (6.46) we expect a decrease in \( f_0 \) and an increase in \( Q \) on the order of 10%. For more accurate estimates we use PSpice with the following input file.

```plaintext
HF band-pass filter with \( f_0 = 10 \) kHz and \( Q = 10 \):

V1 1 0 ac 1V
R1 1 2 15.92k
R2 2 0 79.3k
R3 4 3 31.83k
C1 2 3 10nF
C2 2 4 10nF
*Op amp with GBP = 1 MHz:
OA 3 0 Laplace [V(0,4)]=[186/(1+s/6.283)]
.ac lin 1000 kHz 2MHz
.probe y=V(3)/V(1)
.end
```

With reference to Fig. 6.33 (top), we use the cursor facility of the Probe postprocessor to measure \( f_0 = 9.12 \) kHz, \( H_{OBP} = 0.983 \) V/V, \( f_1 = 8.71 \) kHz, and \( f_2 = 9.56 \) kHz. So, \( Q = f_0/(f_2 - f_1) = 10.8 \).

To achieve the desired parameter values, we redesign the circuit for \( f_0 = 10/9.12 = 10.9 \) kHz, \( Q = 10/10.8 = 9.29 \), and \( H_{OBP} = 1/0.983 = 1.02 \) V/V. Using again Eqs. (3.72) and (3.73), we find that the following changes need to be made.

- R1: 1 2 13.1k
- R2: 2 0 78.6
- R3: 4 3 27.0k

The responses before and after predistortion are compared in Fig. 6.33 (bottom). Also shown for reference is the ideal response, obtained by changing the value of the op source from 186 to 185 in the original file.

The interested reader is referred to the literature\(^9\) for detailed studies of the effect of finite GBP on filters. Within the scope of this book, we limit ourselves to finding the actual response via computer simulation, using the more realistic SPICE macromodels provided by the manufacturer, and then applying predistortion in the manner of Examples 6.10 and 6.13. As a rule of thumb, one should select an op amp with a GBP at least an order of magnitude higher than the filter product \( Q/10 \) in order to reduce the effect of GBP variations due to environmental and manufacturing process variations.

### 6.7 CURRENT-FEEDBACK AMPLIFIERS\(^{10}\)

The op amps considered so far are also referred to as voltage-feedback amplifiers (VFAs) because they respond to voltages. As we know, their dynamics are limited by the gain-bandwidth product and the slew rate. By contrast, current-feedback amplifiers (CFAs) exploit a circuit topology that emphasizes current-mode operation, which is inherently much faster than voltage-mode operation because it is less prone to the effect of stray node-capacitances. Fabricated using high-speed complementary bipolar processes, CFAs can be orders of magnitude faster than VFAs.

As shown in the simplified diagram of Fig. 6.34, a CFA consists of three stages: (a) a unity-gain input buffer, (b) a pair of current mirrors, and (c) an output buffer. The input buffer is based on the push-pull pair \( Q_1 \) and \( Q_2 \), whose purpose is to provide very low impedance at its output node \( v_N \), which also acts as the inverting input of the CFA. In the presence of an external network, the push-pull pair can easily source or sink a substantial current \( i_N \), though we shall see that in steady state \( i_N \) approaches zero. \( Q_1 \) and \( Q_2 \) are driven by the emitter followers \( Q_3 \) and \( Q_4 \), whose purpose is to raise the impedance and lower the bias current at the noninverting input \( v_P \). The followers also provide suitable pn-junction voltage drops to bias \( Q_1 \) and \( Q_2 \) in the forward-active region and thus reduce crossover distortion. By design, the input buffer forces \( v_N \) to track \( v_P \). This is similar to ordinary VFAs, except that the latter force \( v_N \) to track \( v_P \) via negative feedback.
Any current drawn at node \( v_N \) by the external network causes an imbalance between the currents of the push-pull pair,

\[ i_1 - i_2 = i_N \quad (6.47) \]

The current mirrors \( Q_5-Q_6 \) and \( Q_7-Q_8 \) replicate \( i_1 \) and \( i_2 \) and sum them at a common node called the gain node. The voltage of this node is buffered to the outside by another unity-gain buffer made up of \( Q_9 \) through \( Q_{12} \). Ignoring the input bias current of this buffer, we can write, by Ohm’s law,

\[ V_o = z(jf)I_N \quad (6.48) \]

where \( z(jf) \), the net equivalent impedance of the gain node toward ground, is called the open-loop transimpedance gain. This transfer characteristic is similar to that of a VFA, except that the error signal \( i_N \) is a current rather than a voltage, and the gain \( z(jf) \) is in volts per ampere rather than volts per volt. For this reason CFAs are also called transimpedance amplifiers.

The relevant CFA features are summarized in the block diagram of Fig. 6.35, where \( z \) has been decomposed into the transresistance component \( R_{eq} \) and transcapacitance component \( C_{eq} \). Letting \( z(jf) = R_{eq} |1/(j2\pi f C_{eq})| \) and expanding, we get

\[ z(jf) = \frac{z_0}{1 + jf/f_b} \quad (6.49) \]

\[ f_b = \frac{1}{2\pi f R_{eq} C_{eq}} \quad (6.50) \]

FIGURE 6.34
Simplified circuit diagram of a current-feedback amplifier.

FIGURE 6.35
Block diagram of a CFA configured as a noninverting amplifier.

where \( z_0 = R_{eq} \) is the dc value of \( z(jf) \). The gain \( z(jf) \) is approximately constant from dc to \( f_b \); thereafter it rolls off with frequency at the rate of \(-10\ \text{dec/dec} \). Typically, \( R_{eq} \) is on the order of \( 10^6 \ \Omega \) (which makes \( z_0 \) on the order of \( 1 \ \text{V/\mu A} \), \( C_{eq} \) on the order of \( 10^{-12} \ \text{F} \), and \( f_b \) on the order of \( 10^6 \ \text{Hz} \).

EXAMPLE 6.14. The CLC401 CFA (Comlinear) has \( z_0 \equiv 710 \ \text{V/\mu A} \) and \( f_b \equiv 350 \ \text{kHz} \). (a) Find \( C_{eq} \). (b) Find \( i_N \) for \( V_o = 5 \ \text{V (dc)} \).

Solution.

(a) \( R_{eq} \approx 710 \ \text{k}\Omega \), so \( C_{eq} = 1/(2\pi f R_{eq}) \approx 0.64 \ \text{pF} \).

(b) \( i_N = V_o/R_{eq} \equiv 7.04 \ \text{\mu A} \).

Closed-Loop Gain

Figure 6.36a shows a simplified CFA model, along with a negative-feedback network. Whenever an external signal \( V_i \) tries to unbalance the CFA inputs, the input buffer begins sourcing (or sinking) an imbalanced current \( I_n \). By Eq. (6.48), this current causes \( V_o \) to swing in the positive (or negative) direction until the original imbalance is neutralized via the negative-feedback loop, thus confirming the role of \( I_n \) as error signal.

Applying the superposition principle, we can write

\[ I_n = \frac{V_i - V_o}{R_1 + R_2} \quad (6.51) \]

Clearly, the feedback signal \( V_o/R_2 \) is a current, and the feedback factor \( \beta = 1/R_2 \) is now in amperes per volt. Substituting into Eq. (6.48) and collecting gives the
The response is an exponential transient regardless of the input step magnitude, and the time constant governing it is set by $R_2$ regardless of $A_0$. For instance, a CLC401 op amp with $R_2 = 1.5 \, \text{k}\Omega$ has $\tau = 1.5 \times 10^3 \times 0.64 \times 10^{-12} \approx 1 \, \text{ns}$. The rise time is $t_R = 2.2 \tau \approx 2.2 \, \text{ns}$, and the settling time within 0.1% of the final value is $t_S \approx 7 \tau \approx 7 \, \text{ns}$, in reasonable agreement with the data-sheet values $t_R = 2.5 \, \text{ns}$ and $t_S = 10 \, \text{ns}$.

To investigate the dynamics of the CFA of Fig. 6.35, we substitute Eq. (6.49) into Eq. (6.53), and then into Eq. (6.52). This gives, for $\zeta_0/R_2 \gg 1$,

$$A(j\omega) = A_0 \times \frac{1}{1 + j\omega/f_i}$$

$$A_0 = 1 + \frac{R_2}{R_1} \quad f_i = \frac{1}{2\pi R_2 C_{eq}}$$

where $A_0$ and $f_i$ are, respectively, the closed-loop dc gain and bandwidth. With $R_2$ in the kiloohm range and $C_{eq}$ in the picofarad range, $f_i$ is typically in the range of $10^6 \, \text{Hz}$. We observe that for a given CFA, the closed-loop bandwidth depends on only $R_2$. We can thus use $R_2$ to set $f_i$, and then adjust $R_1$ to set $A_0$. The ability to control gain independently of bandwidth constitutes the first major advantage of CFAs over conventional op amps. Bandwidth constancy is illustrated in Fig. 6.37a.

Next, we investigate the transient response. Applying a step $v_i = V_{in} \mu(t)$ to the circuit of Fig. 6.35 will, by Eq. (6.51), result in the current $i_N = V_{in}/(R_1 R_2) - V_{in}/R_2$. With reference to Fig. 6.35, we can also write $i_N = v_O/R_{eq} + C_{eq}dV_O/dt$. Eliminating $i_N$, we get, for $R_2 \ll R_{eq}$,

$$R_2 C_{eq} \frac{dV_O}{dt} + v_O = A_0 V_{in}$$

whose solution is $v_O = A_0 V_{in}(1 - \exp(-t/\tau))u(t)$.

$$\tau = R_2 C_{eq}$$

The response is an exponential transient regardless of the input step magnitude, and the time constant governing it is set by $R_2$ regardless of $A_0$. For instance, a CLC401 op amp with $R_2 = 1.5 \, \text{k}\Omega$ has $\tau = 1.5 \times 10^3 \times 0.64 \times 10^{-12} \approx 1 \, \text{ns}$. The rise time is $t_R = 2.2 \tau \approx 2.2 \, \text{ns}$, and the settling time within 0.1% of the final value is $t_S \approx 7 \tau \approx 7 \, \text{ns}$, in reasonable agreement with the data-sheet values $t_R = 2.5 \, \text{ns}$ and $t_S = 10 \, \text{ns}$.

Closed-loop bandwidth as a function of gain for (a) an ideal CFA and (b) a practical CFA.
Since \( R_2 \) controls the closed-loop dynamics, data sheets usually recommend an optimum value, typically in the range of \( 10^3 \) \( \Omega \). For voltage follower operation \( R_1 \) is removed, but \( R_2 \) must be left in place to set the dynamics of the device.

### Second-Order Effects

According to the above analysis, once \( R_2 \) has been set, the dynamics appear to be unaffected by the closed-loop gain setting. However, the bandwidth and rise time of a practical CFA do vary with \( A_0 \) somewhat, though not as drastically as in VFAs. The main reason is the nonzero output resistance \( r_o \) of the input buffer, whose effect is to reduce the loop gain somewhat, degrading the closed-loop dynamics in proportion.

Using the more realistic CFA model of Fig. 6.38a we get, by the superposition principle, \( I_n = V_i/\{r_o + (R_1 \parallel R_2)\} - \beta V_o \), where the feedback factor \( \beta \) is found using the current-divider formula and Ohm's law,

\[
\beta = \frac{R_1}{R_1 + r_o + R_2/(R_1 \parallel R_2)} = \frac{1}{1 + R_2/(R_1 r_o)} \tag{6.58}
\]

Clearly, the effect of \( r_o \) is to shift the \( 1/\beta \) curve upward, from \( R_2 \) to \( R_2 + r_o(1 + R_2/R_1) \). As pictured in Fig. 6.38b, this causes a decrease in the crossover frequency, which we shall now denote as \( f_B \). This frequency is obtained by letting \( f_1 \to f_B \) and \( R_2 \to R_2 + r_o(1 + R_2/R_1) \) in Eq. (6.56). The result can be put in the form

\[
f_B = \frac{f_1}{1 + r_o/(R_1 \parallel R_2)} \tag{6.59}
\]

where now \( f_1 \) is the extrapolated value of \( f_B \) in the limit \( r_o \to 0 \).

![FIGURE 6.38](image.png)

**FIGURE 6.38**

Effect of the output impedance \( r_o \) of the input buffer.

#### EXAMPLE 6.14

A certain CFA has \( f_1 = 100 \text{ MHz} \) for \( 1/\beta = 1.5 \text{ V/mA} \). If \( R_2 = 1.5 \text{ k} \Omega \) and \( r_o = 50 \text{ } \Omega \), find \( R_1, f_B, \text{and } r_1 \) for \( A_0 = 1 \text{ V/V}, 10 \text{ V/V}, \text{and } 100 \text{ V/V} \). Comment on your results.

**Solution.** By Eqs. (6.56) and (6.59), we can write, for the present circuit,

\[
R_1 = R_2/(A_0 - 1)
\]

\[
f_B = 10^8/(1 + A_0/30)
\]

Moreover, \( f_B \geq 2.2/(2\pi f_2) \). For \( A_0 = 1, 10, \text{and } 100 \text{ V/V} \) we get, respectively, \( R_1 = \infty, 166.7 \text{ } \Omega, \text{and } 15.15 \text{ } \Omega \); \( f_B = 96.8 \text{ MHz}, 75.0 \text{ MHz}, \text{and } 23.1 \text{ MHz} \); \( r_1 = 2.2/(2\pi \times 96.8 \times 10^6) = 3.6 \text{ ns}, 4.7 \text{ ns}, \text{and } 15.2 \text{ ns} \). The bandwidth reductions, depicted in Fig. 6.37b, still compare favorably with those of a VFA, whose bandwidth would be reduced, respectively, by \( 1, 10, \text{and } 100 \).

The values of \( R_1 \) and \( R_2 \) can be predistorted to compensate for bandwidth reduction. We first find \( R_2 \) for a given \( f_B \) at \( A_0 \), then we find \( R_1 \) for the given \( A_0 \).

**EXAMPIE 6.15:** (a) Redesign the amplifier of Example 6.15 so that with \( A_0 = 10 \text{ V/V} \) it has \( f_B = 100 \text{ MHz} \) rather than 75 MHz. (b) Assuming \( z_o = 0.75 \text{ V/m} \), find the dc gain error.

**Solution.**

(a) For \( f_B = 100 \text{ MHz} \) we need \( R_2 + r_o(1 + R_2/R_1) = 1.5 \text{ V/m} \), or \( R_2 = 1500 - 50 \times 10 = 1 \text{ k} \). Then, \( R_1 = R_2/(A_0 - 1) = 10^3/(10 - 1) = 111 \text{ } \Omega \).

(b) \( T_0 = 2\pi z_o/(15000)(0.75 \times 10^6) = 500 \). The dc gain error is \( \epsilon = -100/T_0 = -0.2 \% \).

### Applying CFAs

Though we have focused on the noninverting amplifier, we can configure a CFA for other familiar topologies. For instance, if we lift \( R_1 \) off ground in Fig. 6.36a, and apply \( V_i \) via \( R_1 \) with the noninverting input at ground, we obtain the familiar inverting amplifier. Its dc gain is \( A_0 = -R_2/R_1 \), and its bandwidth is given by Eq. (6.59). Likewise, we can configure CFAs as summing or difference amplifiers, \( I-V \) converters, and so forth. Except for its much faster dynamics, a CFA works much like a VFA, but with one notorious exception that will be explained in Chapter 8: it must never include a direct capacitance between its output and inverting-input pins, since this tends to make the circuit oscillatory. In fact, stable amplifier operation requires that \( 1/\beta \geq (1/\beta)_{\text{min}} \), where \( (1/\beta)_{\text{min}} \) is also given in the data sheets.

Compared to VFAs, CFAs generally suffer from poorer input-offset-voltage and input-bias-current characteristics. Moreover, they afford lower dc loop gains, usually on the order of \( 10^3 \) or less. Finally, having much wider bandwidths, they tend to be noisier. CFAs are suited to moderately accurate but very high-speed applications.

**PSpice Models**

CFA manufacturers provide macromodels to facilitate the application of their products. Alternatively, the user can create simplified models for a quick test of such characteristics as noise and stability. Figure 6.39 shows one such model.

![FIGURE 6.39](image.png)

**FIGURE 6.39**

Simple PSpice model for a one-pole CFA.
EXAMPLE 6.17. Use PSpice to verify the case $A_0 = 10 \, \text{V/V}$ in Example 6.16.

Solution. With reference to Fig. 6.40, we write the following file.

```
BPdev.rating
BPd1p with 1.0 10 V/V and Fs 100 kHz
*One-pole CFA: a0 = 0.75 V/\mu A, fB = 100 kHz
.subckt CFA vP vN vO
  input buffer
  vP 2 vN 0 1
  r1 1 2 50
  r2 2 vO 0 1
  vP 2 vN dc 0
  p-v source to sense 1N
  vP 0 3 v1 1
  vN 1 4 v2 2
  vO 3 0 v3 1
  unity-gain buffer
.ends CFA
*Circuit to plot a and vo(t)
  v1 0 ac iv pulse(0 IV 0.1ns 0.1ns 10ns 20ns)
  RL 0 3 111.1
  RL 2 3 1k
vP 1 2 3 1 CPA
  *Circuit to plot ibeta
  R1 1 2 1k
  R2 2 0 111.1
  Raff 0 22 50
  *Circuit to plot x
  vP 5 0 dc 0V
CPA3 1 5 2 CPA
  *Circuit to plot beta
  RL 5 0 2k
  ac dec 10 100kHz 10kHz
  tran 0.0ms 10ms
  .probe i=V(6)/I(Va), 1/\betaa=V(1)/I(raf)
  i=V(3)/V(1), VO(t)=V(3)
.ends CPA
```

The results of the simulation are shown in Fig. 6.41.

High-Speed Voltage-Feedback Amplifiers

The availability of high-speed complementary bipolar processes and the emergence of applications requiring increased speeds have led to the development of faster voltage-feedback amplifiers (VFAs), alongside the current-feedback amplifiers (CFAs) just discussed. Though the borderline between standard and high-speed VFAs keeps changing, at the time of writing we can take a high-speed VFA as one having $\text{GBP} > 50 \, \text{MHz}$ and $\text{SR} > 100 \, \text{V/\mu s}$. Two of the most popular high-speed VFA architectures in current use are illustrated in Figs. 6.42 and 6.43.

The VFA of Fig. 6.42 is similar to the CFA of Fig. 6.34, except for the addition of a unity-gain buffer ($Q_{13}$ through $Q_{14}$) to raise the input impedance at node $V_N$. 

FIGURE 6.40
PSpice circuit of Example 6.16.

FIGURE 6.41
Frequency plots and step response for the CFA circuit of Example 6.17.
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and the fact that the dynamics-controlling resistor $R$ is now driven by the two input buffers. Since the current available to charge/discharge the gain-node capacitance $C_{eq}$ is proportional to the magnitude of the input voltage difference as $(v_p - v_N)/R$, this VFA retains the slewing characteristics of a CFA. However, in all other respects this architecture exhibits the characteristics of a VFA, namely, high input impedance at both nodes $v_p$ and $v_N$, a decreasing closed-loop bandwidth with increasing closed-loop gain, and better dc characteristics than CFAs as the dc errors of the two matched input buffers tend to cancel each other out. This architecture can be used in all traditional VFA configurations, including inverting integrators. An example of a VFA using this architecture is the LT1363 70-MHz, 1000-VILs op amp (Linear Technology).

FIGURE 6.42
Simplified circuit diagram of a CFA-derived VFA.

The trend toward high speed as well as low-power-supply voltages has inspired the folded cascode architecture, which finds wide use both in complementary bipolar processes and CMOS processes. In the bipolar illustration of Fig. 6.43, any imbalance between $v_p$ and $v_N$ will cause an imbalance in the collector currents of the common-emitter pnp pair $Q_1$ and $Q_2$, and this current imbalance is in turn fed to the emitters of the common-base pnp pair $Q_3$ and $Q_4$ (hence the term folded cascode). The latter pair is actively loaded by the current mirror $Q_5$ and $Q_6$ to provide high voltage gain at the gain node, whence the signal is buffered to the outside via a suitable unity-gain stage. Product examples utilizing this architecture are the EL2044C low-power/low-voltage 120-MHz unity-gain stable op amp (Elnetec), and the TYS401 high-speed VFA (Texas Instruments) offering a unity-gain bandwidth of 300 MHz, $SR = 400$ V/µs, and $f_t = 30$ ns to 0.1%.

FIGURE 6.43
Simplified circuit diagram of a folded cascode bipolar VFA.

PROBLEMS

6.1 Open-loop response

6.1 (a) Because of manufacturing process variations, the second-stage gain of a certain 741 op amp version is $-a_2 = -544$ V/V ± 20%. How does this affect $a_f$, $f_b$, and $f_t$?

(b) Repeat, but for $C_{c2} = 30$ pF ± 10%.

6.2 The open-loop response of a constant-GBP op amp is measured in the lab. If $|a(j \omega_0) = 58^\circ$ and $|a(j \omega) = 1000$ V/mV, find $a_f$, $f_b$, $f_t$.

6.3 Given that a constant-GBP op amp has $|a(j \omega) = 100$ Hz $|a(j \omega) = 10$ V/V, find (a) the frequency at which $\phi_a = 0^\circ$, and (b) the frequency at which $|a| = 2$ V/V. Hint: Start out with the linearized magnitude plot.

6.4 Closed-loop response

6.4 Show that the circuit of Example 6.2 yields $A(j \omega) = H_{out} \times H_{in}$. What are the values of $H_{out}$, $f_b$, and $Q$?

6.5 (a) Show that cascading $n$ identical noninverting amplifiers with individual dc gains $A_0$ yields a composite amplifier with the overall bandwidth $f_b = (f_b/\sqrt{n})^2/4 - 1$.

(b) Develop a similar expression for the case of $n$ inverting amplifiers with individual dc gains $-A_0$.

6.6 (a) Repeat Example 6.2, but for a cascade of three 741 noninverting amplifiers with individual dc gains of 10 V/V. (b) Compare the $-3$-dB bandwidths of the one-op-amp, two-op-amp, and three-op-amp designs, and comment.

6.7 (a) Consider the cascade connection of a noninverting amplifier with $A_0 = 2$ V/V, and an inverting amplifier with $A_0 = -2$ V/V. If both amplifiers use op amps with GBP = 5 MHz, find the $-3$-dB frequency of the composite amplifier. (b) Find the 1% magnitude error and the 5° phase-error bandwidths.

6.8 (a) Find the closed-loop GBP of the inverting amplifier of Fig. 6.54 if $R_i = R_1 = R_2 = \cdots = R_k = R$, $r_i \gg R$, $r_o \ll R$, and $f_t = 4$ MHz. (b) Repeat if the source
6.9 (a) Using a 741 op amp, design a two-input summing amplifier such that \( v_0 = -10(v_1 + v_2) \); hence, find its –3-dB frequency. (b) Repeat, but for five inputs, or \( v_0 = -10(v_1 + \cdots + v_5) \). Compare with the amplifier of part (a) and comment.

6.10 Assuming 741 op amps, find the –3-dB frequency of the circuits of (a) Fig. P1.17, (b) Fig. P1.19, (c) Fig. P1.21, and (d) Fig. P1.65.

6.11 Find the –3-dB frequency of the triple-op-amp IA of Fig. 2.21, given that all op amps have GBP = 8 MHz. Calculate with the wiper all the way down and all the way up.

6.12 In the dual-op-amp IA of Fig. 2.23 let \( R_1 = R_3 = 1 \, k \Omega \), \( R_2 = R_4 = 9 \, k \Omega \), and \( f_1 = f_2 = 1 \, MHz \). Find the –3-dB frequency with which the 1A processes \( V_2 \), and that with which it processes \( V_1 \).

6.13 Sketch and label the frequency plot of the CMRRlin of the 1A of Problem 6.12. Except for the finite \( f_c \), the op amps are ideal and the resistance ratios are perfectly matched.

6.14 A triple-op-amp instrumentation amplifier with \( A = 10 \, V/V \) is to be designed using three constant-GBP, JFET-input op amps of the same family. Letting \( A = A_1 \times A_2 \), how would you choose \( A_1 \) and \( A_2 \) in order to minimize the worst-case output dc error \( E_o \)? Maximize the overall –3-dB bandwidth?

6.15 Three signals \( V_1, V_2, \) and \( V_3 \) are to be summed using the topology of Fig. P1.31, and two alternatives are being considered: \( v_o = v_1 + v_2 + v_3 \) and \( v_o = -(v_1 + v_2 + v_3) \). Which option is most desirable from the viewpoint of minimizing the untrimmed dc output error \( E_o \)? Maximizing the –3-dB frequency?

6.16 A unity-gain buffer is needed and the following options are being considered, each offering advantages and disadvantages in the event that the circuit must subsequently need to be altered: (a) a voltage follower, (b) a noninverting amplifier with \( A_0 = 2 \, V/V \) followed by a 2:1 voltage divider, and (c) a cascade of two unity-gain inverting amplifiers. Assuming constant-GBP op amps, compare the advantages and disadvantages of the three alternatives.

6.17 Assuming the op amp of Fig. P1.60 has a constant GBP of 3 MHz, find the closed-loop parameters \( A_0 \) and \( f_c \). Except for the GBP, the op amp is ideal.

6.18 Find the closed-loop GBP of the inverting amplifier of Fig. 1.32a, given that \( R_1 = 10 \, k \Omega \), \( R_2 = 20 \, k \Omega \), \( R_3 = 120 \, k \Omega \), \( R_4 = 30 \, k \Omega \), and \( f_1 = 27 \, MHz \). Except for its finite \( f_c \), the op amp can be considered ideal.

6.19 Find the closed-loop gain and bandwidth of the high-sensitivity 1-V converter of Fig. 2.2 if \( R = 200 \, k \Omega \), \( R_1 = R_2 = 100 \, k \Omega \), and the input source has a 200-k \Omega parallel resistance toward ground. The op amp is ideal, except for a constant GBP such that at 1.8 kHz the open-loop gain is 80 dB.

6.20 The circuit of Fig. P1.21 is implemented with three 10-k \Omega resistances and an op amp with \( A_0 = 50 \, V/mV \), \( I_R = 50 \, nA \), \( f_0 = 10 \, nA \), \( V_{OS} = 0.75 \, mV \), CMRRlin = 100 dB, and \( f_c = 1 \, MHz \). Assuming \( V_1 = 5 \, V \), find the maximum dc output error as well as the small-signal bandwidth with both the switch open and the switch closed.

6.21 If the floating-load V-I converter of Fig. 2.4a is implemented with an op amp having \( A_0 = 10^3 \, V/V \), \( f_0 = 10 \, Hz \), \( r_0 \gg r_2 \gg R_2 \) and \( R = 10 \, k \Omega \), sketch and label the magnitude Bode plot of the impedance \( Z(jf) \) seen by the load; hence, find the element values of its equivalent circuit.

6.22 Find the impedance \( Z(jf) \) seen by the load in the V-I converter of Fig. P2.5 if the op amp has \( A_0 = 10^3 \, V/V \), \( f_1 = 1 \, MHz \), \( r_2 = \infty \), \( r_0 = 0 \), \( R_1 = R_2 = 18 \, k \Omega \), and \( R = 2 \, k \Omega \).

6.23 If the Howland current pump of Fig. 2.6a is implemented with four 10-k \Omega resistances and an op amp having \( A_0 = 10^3 \, V/V \), \( f_1 = 1 \, MHz \), \( r_2 = \infty \), and \( r_0 = 0 \), sketch and label the magnitude plot of the impedance \( Z_a \) seen by the load. Justify using physical insight.

6.24 The negative-resistance converter of Fig. 1.20b is implemented with three 10-k \Omega resistances and an op amp with GBP = 1 MHz. Find its input impedance \( Z_{io} \). How does it change as \( f \) is swept from 0 to \( \infty \)?

6.25 The grounded-load current amplifier of Fig. 2.12 is implemented with \( R_1 = R_2 = 10 \, k \Omega \) and an op amp having \( f_1 = 10 \, MHz \), \( r_2 = \infty \), and \( r_0 = 0 \). If the amplifier is driven by a source with a parallel resistance of 30 k \Omega and drives a load of 2 k \Omega, sketch and label the magnitude plots of the gain, the impedance seen by the source, and the impedance seen by the load.

6.26 A constant-GBP JFET-input op amp with \( A_0 = 10^3 \, V/V \), \( f_1 = 4 \, MHz \), and \( r_a = 100 \, \Omega \) is configured as an inverting amplifier with \( R_1 = 10 \, k \Omega \) and \( R_2 = 20 \, k \Omega \). What is the frequency at which resonance with a 0.1-\muF load capacitance will occur? What is the value of Q?

6.27 In the circuit of Fig. 1.32a let \( R_1 = R_3 = 30 \, k \Omega \), \( R_2 = R_4 = 1 \, k \Omega \), and let the op amp have \( A_0 = 300 \, V/mV \) and \( f_1 = 10 \, Hz \). Assuming \( r_2 = \infty \) and \( r_0 = 0 \), sketch and label the magnitude plot of the impedance \( Z(jf) \) between node \( V_1 \) and ground; use log-log scales.

6.28 In the circuit of Fig. 1.13b let both the 10-k \Omega and 30-k \Omega resistances be changed to 1 k \Omega, and let the 20-k \Omega resistance be changed to 18 k \Omega. Assuming \( r_2 = \infty \), \( r_0 = 0 \), and \( f_1 = 1 \, MHz \), sketch and label the magnitude plot of the impedance \( Z(jf) \) seen by the input source; use log-log scales.

6.29 Let the inverting integrator of Fig. 6.2a be implemented with a 741 op amp, and with \( R = 158 \, k \Omega \) and \( C = 1 \, nF \). Sketch and label the magnitude plot of its output impedance \( Z_o(jf) \); use log-log scales. Hint: First plot T.

6.30 Investigate the response of the high-sensitivity 1-V converter of Example 2.2 to an input step of 10 mV. Except for \( f_c = 1 \, kHz \) and \( SR = 5 \, V/\mu s \), the op amp is ideal.
6.31 Investigate the response of a Howland current pump to an input step of 1 V. The circuit is implemented with four 10-kΩ resistances and a 741C op amp, and it drives a 2-kΩ load.

6.32 (a) Using a 741C op amp powered from ±15-V regulated supplies, design a circuit that gives $v_{out} = -(v_{in} + 5 V)$ with the maximum small-signal bandwidth possible. (b) What is this bandwidth? What is the FPB?

6.33 An inverting amplifier with $A_o = -2 V/V$ is driven with a square wave of peak values $\pm V_{in}$ and frequency $f$. With $V_{in} = 2.5 V$, it is observed that the output turns from trapezoidal to triangular when $f$ is raised to 250 kHz; with $f = 100 kHz$, it is found that slew-rate limiting ceases when $V_{in}$ is lowered to 0.4 V. If the input is changed to a 3.5-V (rms) ac signal, what is the useful bandwidth of the circuit? Is it small-signal or large-signal limited?

6.34 Find the response of the cascaded amplifier of Example 6.2 to a 1-mV input step.

6.35 A cascaded amplifier consists of an op amp OA1, operating as a noninverting amplifier with $A_o = +20 V/V$, followed by an op amp OA2, operating as an inverting amplifier with $A_o = -10 V/V$. Sketch the circuit; then find the minimum values of $f_1$, $R_1$, $f_2$, and $R_2$ needed to ensure an overall bandwidth of 100 kHz with a full-power output signal of 5 V (rms).

6.36 In the dual-op-amp IA of Fig. 2.23 let $R_1 = R_2 = 1 k\Omega$, $R_3 = R_4 = 9 k\Omega$, and $f_1 = f_2 = f_3 = 1 MHz$. Find the small-signal step response if (a) $v_1 = 0$ and the step is applied at $v_2$, (b) $v_2 = 0$ and the step is applied at $v_1$, and (c) the step is applied at $v_1$ and $v_2$ tied together.

6.37 Using the LF353 dual JFET-input op amp, whose ratings are $V_{Ih(max)} = 10 V$, GBP = 4 MHz, and $SR = 13 V/\mu s$, design a cascaded amplifier having an overall gain of 100 V/V as well as provision for overall offset-error nulling. (b) Find the small-signal bandwidth as well as the FPB. (c) If the circuit is to operate with a 50-mV (rms) ac input, what is its useful frequency range of operation? Is it small-signal or large-signal limited?

6.38 A TL071 JFET-input op amp is configured as an inverting amplifier with $A_o = -10 V/V$ and is driven by a 1-V (peak-to-peak) ac signal. Assuming $R_0 = 200 V/V$, $f_s = 3 MHz$, and $SR = 13 V/\mu s$, design a cascaded amplifier having an overall gain of 100 V/V as well as provision for overall offset-error nulling. (b) Find the small-signal bandwidth as well as the FPB. (c) If the circuit is to operate with a 50-mV (rms) ac input, what is its useful frequency range of operation? Is it small-signal or large-signal limited?

6.39 In the high-sensitivity 1-V converter of Fig. 2.2 let $R = 100 k\Omega$, $R_1 = 10 k\Omega$, $R_3 = 30 k\Omega$, and let the op amp have $f_s = 4 MHz$ and $SR = 15 V/\mu s$. Except for these limitations, the op amp can be considered ideal. If $f_1 = 20 sin(2\pi f t) \mu A$, what is the useful bandwidth of the circuit? Is it small-signal or large-signal limited?

6.40 Equation (6.27) indicates that if we want to avoid slew-rate limiting in a voltage follower implemented with an op amp having $SR = 0.5 V/\mu s$ and $f_s = 1 MHz$, we must limit the input step magnitude below about 80 mV. What is the maximum allowed input step if the same op amp is configured as: (a) An inverting amplifier with a gain of $-1 V/V$? (b) A noninverting amplifier with a gain of $+2 V/V$? (c) An inverting amplifier with a gain of $-2 V/V$?

6.41 Assuming equal resistors in the circuit of Fig. P1.54, find the minimum values of SR and $f_s$ required for a useful bandwidth of 1 MHz for a sinusoidal input with a peak amplitude of 1 V.

6.42 The wideband band-pass filter of Example 3.5 is to be implemented with a constant GBP op amp. Find the minimum $f_s$ and SR for an undistorted full-power output with a magnitude error of less than 1% over the entire audio range (that is, 20 Hz to 20 kHz).

6.5 Effect of finite GBP on integrator circuits

6.43 (a) Using a 741 op amp with four equal resistances and a 10-nF capacitance, design a Deboo integrator with $f_0 = 1 kHz$. (b) Sketch the linearized Bode plots of $|H|$.

6.44 (a) Assuming $r_a = \infty$, $r_o = 0$, and $\omega(\omega f) \approx f \omega f$, find $H(\omega f)$ for the compensated integrator of Fig. 6.26a. (b) Show that letting $C_i = C/(f_0 f_0 - 1)$ makes $H \equiv H_{actual}$.

(c) Suppose suitable components for $f_0 = 10 kHz$, and verify with PSpice for $f_s = 1 MHz$.

6.45 (a) Assuming $r_a = \infty$, $r_o = 0$, and $\omega(\omega f) \approx f \omega f$, find $H(\omega f)$ for the compensated integrator of Fig. 6.26b. (b) Show that letting $C_i = 1/2R C f_0$ makes $H \equiv H_{actual}$.

(c) Suppose suitable components for $f_0 = 10 kHz$ if $r_o = 100 \Omega$, and verify with PSpice for $f_s = 1 MHz$.

6.46 (a) Find $\omega f$ for the circuit of Fig. 6.27b, rationalize it, and discard higher-order terms to show that $\omega f \approx +\omega f / f_s$ for $f << f_s$. (b) Verify with PSpice for the case $f_0 = 10 kHz$ and $f_s = 1 MHz$.

6.47 (a) Find an expression for the phase error of the Deboo integrator of Problem 6.43.

(b) Find a suitable resistance $R_1$ that, when placed in series with the capacitance, will provide phase-error compensation.

6.48 The active compensation scheme of Fig. P6.48 (see Electronics and Wireless World, May 1987) is a generalization of that of Fig. 6.27a, in that it allows for phase-error control. Verify that the error function of this circuit is $(1 + j f / f_0) / (1 + j f / f_2) / f_0 f_2 f_s)$. $f_s = f_2 f_0 + f_2$, and $f_2 = R_2 (R_1 + R_2)$. What happens if the op amps are matched and $R_1 = R_2$? Would you have any use for this circuit?

FIGURE P6.48
6.49 The active compensation method of Problem 6.48 can also be applied to the Deboo integrator, as shown in Fig. P6.49 (see Proceedings of the IEEE, Feb. 1979, pp. 324–325). Show that for matched op amps and \( f \ll f_s \), we have 
\[
\frac{\text{Gain}}{\text{Loop} \times \text{Freq.}} \approx -\left(\frac{f}{0.5 f_s}\right)^2.
\]

**FIGURE P6.49**

6.50 The inverting amplifier of Fig. 1.10a is implemented with \( R_1 = 10 \text{k}\Omega \), \( R_2 = 100 \text{k}\Omega \), and a 741 op amp. Sketch and label the magnitude Bode plot of its closed-loop gain if the circuit contains also a 100-pF capacitance in parallel with \( R_2 \).

6.51 Investigate the effect of finite GBP on the phase-shifter circuit of Fig. 3.12a.

6.52 Investigate the effect of using op amps with GBP = 1 MHz in the inductance simulator of Example 4.8.

6.53 Obtain an expression of the type of Eq. (6.45) for the low-pass KRC filter of Fig. 3.23.

6.54 Use the \( \mu A741 \) macromodel of PSpice to assess the departure from ideality of the band-pass response of the state-variable filter of Example 3.18. If needed, compensate and predistort to improve accuracy.

6.55 Investigate the effect of using an op amp with GBP = 1 MHz in the notch filter of Example 3.14.

6.56 The effect of finite GBP on the unity-gain KRC filter of Fig. 3.25 can be compensated for by placing a suitable resistance \( R_c \) in series with \( C \) and decreasing \( R \) to \( R = R_c \).

(a) Show that compensation is achieved for \( R_c = \frac{1}{2 \pi \nu C f_c} \). (b) Show the compensated circuit of Example 3.10 if the op amp is a 741 type.

6.57 In this and the following problems, assume a CFA with \( \theta_0 = 0.5 \text{V/mA} \), \( G_m = 1.59 \text{pF} \), \( r_s = 25 \Omega \), \( I_f = 1 \mu A \), \( I_o = 2 \mu A \), and \( (1/b)_{\text{min}} = 1 \text{VmA} \). Moreover, assume the input buffer has an output voltage \( V_{\text{out}} = 1 \text{mV} \). (a) Using this CFA, design an inverting amplifier with \( A_o = -2 \text{V/V} \) and the maximum possible bandwidth. What is this bandwidth? The dc loop gain? (b) Repeat, but for \( A_o = -10 \text{V/V} \) and the same bandwidth as in part (a). (c) Repeat (a), but for a difference amplifier with a dc gain of 1 V/V.
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Any unwanted disturbance that obscures or interferes with a signal of interest is generally referred to as noise.\(^1\)\(^2\) The offset error due to the input bias current and input offset voltage is a familiar example of noise, dc noise in this case. However, there are many other forms of noise, particularly ac noise, which can significantly degrade the performance of a circuit unless proper noise reduction measures are taken. Depending on its origin, ac noise is classed as external, or interference, noise, and internal, or inherent, noise.

Interference Noise

This type of noise is caused by unwanted interaction between the circuit and the outside, or even between different parts of the circuit itself. This interaction can be electric, magnetic, electromagnetic, or even electromechanical, such as microphonic and piezoelectric noise. Electric and magnetic interaction takes place through the parasitic capacitances and mutual inductances between adjacent circuits or adjacent parts of the same circuit. Electromagnetic interference stems from the fact that each wire and trace constitutes a potential antenna. External noise can inadvertently be injected into a circuit also via the ground and power-supply busses.
Interference noise can be periodic, intermittent, or completely random. Usually it is reduced or forestalled by minimizing electrostatic and electromagnetic pickup from line frequency and its harmonics, radio stations, mechanical switch arcing, reactive component voltage spikes, etc. These precautions may include filtering, decoupling, guarding, electrostatic and electromagnetic shielding, physical reorientation of components and leads, use of snubber networks, ground-loop elimination, and use of low-noise power supplies. Though often misconceived as “black magic,” interference noise can be explained and dealt with in a rational manner.

Inherent Noise

Even if we manage to remove all interference noise, a circuit will still exhibit inherent noise. This form of noise is random in nature and is due to random phenomena, such as the thermal agitation of electrons in resistors and the random generation of electron-hole pairs in semiconductors. Because of thermal agitation, each vibrating electron inside a resistor constitutes a minuscule current. These currents add up algebraically to originate a net current and, hence, a net voltage that, though zero on average, is constantly fluctuating because of the random distribution of the instantaneous magnitudes and directions of the individual currents. These fluctuations occur even if the resistor is sitting in a drawer. Thus, it is quite appropriate to assume that each node voltage and each branch current in a circuit are constantly fluctuating around their desired values.

Signal-to-Noise Ratio

The presence of noise degrades the quality of a signal and poses the ultimate limit on the size of signals that can be successfully detected, measured, and interpreted. The quality of a signal in the presence of noise is specified by means of the signal-to-noise ratio (SNR)

\[ \text{SNR} = 10 \log_{10} \frac{X_s^2}{X_n^2} \]  

(7.1)

where \( X_s \) is the rms value of the signal, and \( X_n \) is that of its noise component. The poorer the SNR, the more difficult it is to rescue the useful signal from noise. Even though a signal buried in noise can be rescued by suitable signal processing, such as signal averaging, it always pays to keep the SNR as high as other design constraints allow.

The degree to which circuit designers should be concerned about noise ultimately depends on the performance requirements of the application. With the tremendous improvements in op amp input offset-error characteristics, as well as A-D and D-A converter resolution, noise is an increasingly important factor in the error budget analysis of high-performance systems. Taking a 12-bit system as an example, we note that with a 10-V full scale, \( \frac{1}{2} \) LSB corresponds to 0.0122 \( \mu \)V. If the amplifier generates only 1 \( \mu \)V of input-referred noise, the LSB resolution would be invalidated.

To take full advantage of sophisticated devices and systems, the designer must be able to understand noise mechanisms; perform noise calculations, simulations, and measurements; and minimize noise as required. These are the topics to be addressed in this chapter.

7.1 NOISE PROPERTIES

Since noise is a random process, the instantaneous value of a noise variable is unpredictable. However, we can deal with noise on a statistical basis. This requires introducing special terminology as well as special calculation and measurement.

Rms Value and Crest Factor

Using subscript \( n \) to denote noise quantities, we define the root-mean-square (rms) value \( X_n \) of a noise voltage or current \( x_n(t) \) as

\[ X_n = \left( \frac{1}{T} \int_0^T x_n^2(t) \, dt \right)^{1/2} \]  

(7.2)

where \( T \) is a suitable averaging time interval. The square of the rms value, or \( X_n^2 \), is called the mean square value. Physically, \( X_n^2 \) represents the average power dissipated by \( x_n(t) \) in a 1-\( \Omega \) resistor.

In voltage-comparator applications, such as A-D converters and precision multivibrators, accuracy and resolution are affected by the instantaneous rather than the rms value of noise. In these situations, expected peak values of noise are of more concern. Most noise has a Gaussian, or normal, distribution as shown in Fig. 7.1, so it is possible to predict instantaneous values in terms of probabilities. The crest factor (CF) is defined as the ratio of the peak value to the rms value of noise. Though all
Noise Observation and Measurement

Voltage may be readily observed with an oscilloscope of adequate sensitivity. An advantage of this instrument is that it allows us to actually see the signal and thus make sure it is internal noise and not externally induced noise, such as 60-Hz pickup. One way of estimating the rms value is by observing the maximum peak-to-peak fluctuation, and then dividing by 6.6. A less subjective alternative is to observe noise with two equally calibrated channels, and adjust the offset of one channel until the two noisy traces just merge; if we then remove both noise sources and measure the difference between the two clean traces, the result is approximately twice the rms value.

Noise can be measured with a multimeter. Ac meters fall into two categories: true rms meters and averaging-type meters. The former yield the correct rms value regardless of the waveform, provided that the CF specifications of the instrument are not exceeded. The latter are calibrated to give the rms value of a sine wave. They first rectify the signal and compute its average, which for ac signals is \( \sqrt{\frac{2}{\pi}} \) times the peak value; then they synthesize the rms value, which for ac signals is \( \frac{1}{\sqrt{2}} \) times the peak value, by amplifying the average value by \( \frac{1}{\sqrt{2}} \). For Gaussian noise the rms value is \( \sqrt{\frac{3}{2}} \) 1.25 times the average value, so the noise reading provided by an averaging-type meter must be multiplied by 1.25. Alternatively, it must be increased by 20 log10 1.13 = 1 dB to obtain the correct value.

Noise Summation

In noise analysis one often needs to find the rms value of noise voltages in series or noise currents in parallel. Given two noise sources \( x_1(t) \) and \( x_2(t) \), the mean square value of their sum is

\[
X_n^2 = \frac{1}{T} \int_0^T [x_1(t) + x_2(t)]^2 dt = X_{n1}^2 + X_{n2}^2 + 2 \frac{1}{T} \int_0^T x_1(t)x_2(t) dt
\]

If the two signals are uncorrelated, as is usually the case, the average of their product vanishes, so the rms values add up in Pythagorean fashion.

\[
X_n = \sqrt{X_{n1}^2 + X_{n2}^2}
\]

(7.3)

This indicates that if the sources are of uneven strength, minimization efforts should be directed primarily at the strongest one. For instance, two noise sources with rms values of 10 \( \mu \)V and 5 \( \mu \)V combine to give an overall rms value of \( \sqrt{10^2 + 5^2} = 11.2 \) \( \mu \)V, which is only 12\% higher than that of the dominant source. It is readily seen that reducing the dominant source by 13.4\% has the same effect as eliminating the weaker source altogether!

As mentioned, the dc error referred to the input is also a form of noise, so when performing budget-error analysis we must add dc noise and rms ac noise quadratically.

Noise Spectra

Since \( X_n^2 \) represents the average power dissipated by \( x_n(t) \) in a 1-\( \Omega \) resistor, the physical meaning of mean square value is the same as for ordinary ac signals. However, unlike an ac signal, whose power is concentrated at just one frequency, noise power is usually spread all over the frequency spectrum because of the random nature of noise. Thus, when referring to rms noise, we must always specify the frequency band over which we are making our observations, measurements, or calculations.

In general, noise power depends on both the width of the frequency band and the band's location within the frequency spectrum. The rate of change of noise power with frequency is called the noise power density, and is denoted as \( E_n^2(f) \) in the case of voltage noise, and \( I_n^2(f) \) in the case of current noise. We have

\[
e_n^2(f) = \frac{dE_n^2}{df}, \quad I_n^2(f) = \frac{dI_n^2}{df}
\]

(7.4)

where \( E_n^2 \) and \( I_n^2 \) are the mean square values of voltage noise and current noise. Note that the units of \( E_n^2(f) \) and \( I_n^2(f) \) are volts squared per hertz (V^2/Hz) and amperes squared per hertz (A^2/Hz). Physically, noise power density represents the average noise power over a 1-Hz bandwidth as a function of frequency. When plotted versus frequency, it provides a visual indication of how power is distributed over the frequency spectrum. In integrated circuits, the two most common forms of power density distribution are white noise and 1/f noise.

The quantities \( e_n^2(f) \) and \( i_n^2(f) \) are called the spectral noise densities, and are expressed in volts per square root of hertz (V/\( \sqrt{Hz} \)) and amperes per square root of hertz (A/\( \sqrt{Hz} \)). Some manufacturers specify noise in terms of noise power densities, others in terms of spectral noise densities. Conversion between the two is accomplished by squaring or by extracting the square root.

Multiplying both sides in Eq. (7.4) by \( df \) and integrating from \( f_l \) to \( f_h \), the lower and upper limits of the frequency band of interest, allows us to find the rms values in terms of the power densities,

\[
E_n = \left( \int_{f_l}^{f_h} e_n^2(f) df \right)^{1/2}, \quad I_n = \left( \int_{f_l}^{f_h} I_n^2(f) df \right)^{1/2}
\]

(7.5)

Once again it is stressed that the concept of rms cannot be separated from that of frequency band: in order to find the rms value we need to know the lower and upper limits of the band as well as the density within the band.
White Noise and $1/f$ Noise

White noise is characterized by a uniform spectral density, or $e_n = e_{nw}$ and $i_n = i_{nw}$, where $e_{nw}$ and $i_{nw}$ are suitable constants. It is so-called by analogy with white light, which consists of all visible frequencies in equal amounts. When played through a loudspeaker it produces a waterfall sound. Applying Eq. (7.5) we get

$$E_n = e_{nw} \sqrt{f_H - f_L} \quad i_n = i_{nw} \sqrt{f_H - f_L} \quad (7.6)$$

indicating that the rms value of white noise increases with the square root of the frequency band. For $f_H \geq 10 f_L$, we can approximate as $E_n \approx e_{nw} \sqrt{f_H}$ and $i_n \approx i_{nw} \sqrt{f_H}$ at the risk of an error of about 5% or less.

Squaring both sides in Eq. (7.6) yields $E_n^2 = e_{nw}^2 (f_H - f_L)$ and $i_n^2 = i_{nw}^2 (f_H - f_L)$, indicating that white-noise power is proportional to the bandwidth, regardless of the band’s location within the frequency spectrum. Thus, the noise power within the 10-Hz band between 20 Hz and 30 Hz is the same as that within the band between 990 Hz and 1 kHz.

The other common form of noise is $1/f$ noise, so called because its power density varies with frequency as $e_n^2 (f) = K_1^2 / f$ and $i_n^2 (f) = K_1^2 / f$, where $K_1$ and $K_2$ are suitable constants. The spectral densities are $e_n = K_2 \sqrt{f}$ and $i_n = K_1 \sqrt{f}$, indicating that when plotted versus frequency on logarithmic scales, power densities have a slope of $-1$ dec/dec, and spectral densities a slope of $-0.5$ dec/dec. Substituting into Eq. (7.5) and integrating yields

$$E_n = K_1 \sqrt{\ln(f_H/f_L)} \quad i_n = K_1 \sqrt{\ln(f_H/f_L)} \quad (7.7)$$

Squaring both sides in Eq. (7.7) yields $E_n^2 = K_1^2 \ln(f_H/f_L)$ and $i_n^2 = K_1^2 \ln(f_H/f_L)$, indicating that $1/f$-noise power is proportional to the log ratio of the frequency band extremes, regardless of the band’s location within the frequency spectrum. Consequently, $1/f$ noise is said to have the same power content in each frequency decade (or octave). Once the noise rms of a particular decade (or octave) is known, the noise rms over $m$ decades (or octaves) is obtained by multiplying the former by $\sqrt{m}$. For example, if the rms value within the decade 1 Hz $\leq f \leq 10$ Hz is 1 $\mu$V, then the noise rms in the 9-decade span below 1 Hz, that is, down to about 1 cycle per 32 years, is $\sqrt{9} \times 1 \mu$V = 3 $\mu$V.

Integrated-Circuit Noise

Integrated-circuit noise is a mixture of white and $1/f$ noise, as shown in Fig. 7.2. At high frequencies, noise is predominantly white, while at low frequencies $1/f$ noise dominates. The borderline frequency, or corner frequency, is found graphically as the intercept of the $1/f$ asymptote and the white-noise power. Spectral densities are expressed analytically as

$$e_n^2 = e_{nw}^2 \left( \frac{f_{ce}}{f} + 1 \right) \quad i_n^2 = i_{nw}^2 \left( \frac{f_{ci}}{f} + 1 \right) \quad (7.8)$$

where $e_{nw}$ and $i_{nw}$ are the white-noise floors, and $f_{ce}$ and $f_{ci}$ the corner frequencies. The 741 data sheets of Fig. 5A.8 indicate $e_{nw} \approx 20$ nV/$\sqrt{Hz}$, $f_{ce} \approx 200$ Hz, $i_{nw} \approx 0.5$ pA/$\sqrt{Hz}$, and $f_{ci} \approx 2$ kHz. Inserting Eq. (7.8) into Eq. (7.5) and integrating, we get

$$E_n = e_{nw} \sqrt{f_{ce} \ln(f_H/f_L)} + f_H - f_L \quad i_n = i_{nw} \sqrt{f_{ci} \ln(f_H/f_L)} + f_H - f_L \quad (7.9a)$$

$\text{FIGURE 7.2}$
Typical IC noise densities.

EXAMPLE 7.1. Estimate the rms input voltage noise of the 741 op amp over the following frequency bands: (a) 0.1 Hz to 100 Hz (instrumentation range), (b) 20 Hz to 20 kHz (audio range), and (c) 0.1 Hz to 1 MHz (wideband range).

Solution.

(a) Equation (7.9a) gives $E_n = 20 \times 10^{-9} \sqrt{200 \ln(10^2/0.1) + 10^2 - 0.1} = 20 \times 10^{-9} \sqrt{1382 + 98.9} = 0.770 \mu$V

(b) $E_n = 20 \times 10^{-9} \sqrt{1382 + 19.980} = 2.92 \mu$V

(c) $E_n = 20 \times 10^{-9} \sqrt{3224 + 10^6} = 20.0 \mu$V

We observe that $1/f$ noise dominates at low frequencies, white noise dominates at high frequencies—and the wider the frequency band, the higher the noise. Consequently, to minimize noise one should limit the bandwidth to the strict minimum required.

7.2 NOISE DYNAMICS

A common task in noise analysis is finding the total rms noise at the output of a circuit, given the noise density at its input as well as its frequency response. A typical example is offered by the voltage amplifier. The noise density at the output is $e_n(f) = |A_n(f)| e_n(f)$, where $e_n(f)$ is the noise density at the input and $A_n(f)$ is the noise gain. The total output rms noise is then $E_n^2 = \int_0^{f_L} e_n^2(f) \, df$, or

$$E_n = \left( \int_0^{f_L} |A_n(f)|^2 e_n^2(f) \, df \right)^{1/2} \quad (7.10)$$

Similar considerations hold for current amplifiers. Another common example is offered by the transimpedance amplifier. Denoting its input noise density as $i_n(f)$
and its noise gain as \( Z_n(jf) \), we have

\[
E_{\text{no}} = \left( \int_0^\infty |Z_n(jf)|^2 df \right)^{1/2} \quad (7.11)
\]

Similar considerations apply to transadmittance and current amplifiers.

**Noise Equivalent Bandwidth (NEB)**

As an application example of Eq. (7.10), consider the case of white noise with spectral density \( e_{nw} \) going through a simple RC filter as in Fig. 7.3a. Since \(|A_n|^2 = 1/(1 + (jf/f_0)^2)\), where \( f_0 \) is the \(-3\text{-dB} \) frequency, Eq. (7.10) gives

\[
E_{\text{no}} = e_{nw} \left( \int_0^\infty \frac{df}{1 + (jf/f_0)^2} \right)^{1/2} = e_{nw} \sqrt{\pi f_0/2} = e_{nw} \sqrt{1.57 f_0} \quad (7.12)
\]

Comparing with Eq. (7.6), we observe that white noise is passed as if the filter were a brick-wall type, but with a cutoff frequency 1.57 times as large. As depicted in Fig. 7.3b, the fraction 0.57 accounts for the transmitted noise above \( f_0 \) as a consequence of the gradual rolloff, or skirt. This property holds for all first-order low-pass functions, not just for RC networks. As we know, the closed-loop response of many amplifiers is a first-order function with \( f_p = f_0 \) as the \(-3\text{-dB} \) frequency. These amplifiers pass white noise with a cutoff frequency of 1.57 \( f_p \).

The quantity 1.57 \( f_0 \) is called the noise equivalent bandwidth (NEB) of the given circuit. More generally, the NEB of a circuit with noise gain \( A_n(jf) \) is defined as

\[
\text{NEB} = \frac{1}{A_n^{(\text{max})}} \left( \int_0^\infty |A_n(jf)|^2 df \right)^{1/2} \quad (7.13)
\]

where \( A_n^{(\text{max})} \) is the peak magnitude of the noise gain. The NEB represents the frequency span of a brick-wall power gain response having the same area as the power gain response of the original circuit.

The NEB can be computed analytically for higher-order responses. For instance, for an \( n \)-th order maximally flat low-pass response we have

\[
\text{NEB}_{\text{MF}} = \int_0^\infty \frac{df}{1 + (jf/f_0)^{2n}} \quad (7.14a)
\]

**Example 7.2.** Use PSpice to find the NEB of the circuit of Fig. 7.4, given that the op amp has GBP = 1 MHz.

**Solution.** The input circuit file is as follows.

```
Finding the NEB:
Vi 1 0 ac Iv
R:1: 10
I:1: 1
voi:
Cl 0 1uf
81 3
ac 2 3
R2 3 100k
C3 3 1uf
out 5 0 1.2 100k
req 5 6 1m4g
Ceq 6 0 15.72p
fb: 10 Hz
about 3 0 6 0 1
源头
probe AnV(3)1V11, NEB=\( (V(3)\times V(3))/3601 \)
```

The plot of Fig. 7.5 (top) indicates that \( A_{\text{noise}} \approx 51 \text{V/V} \), so we direct the Probe postprocessor to display \( A(\text{V}(3))\times \text{V}(3))/3601 \). The resulting curve, shown in Fig. 7.5 (bottom), tends asymptotically to the value NEB = 1.1 kHz.

**FIGURE 7.5**

- Gain vs. frequency for an RC filter.
- Noise equivalent bandwidth (NEB).
dc current, flicker noise requires a dc current in order to exist. Resistors of the wire-wound type are the quietest in terms of 1/f noise, while the carbon composition types can be noisier by as much as an order of magnitude, depending on operating conditions. Carbon-film and metal-film types fall in between. However, if the application requires that a given resistor carry a fairly small current, thermal noise will predominate and it will make little difference which resistor type one uses.

**Avalanche Noise**

This form of noise is found in p-n junctions operated in the reverse breakdown mode. Avalanche breakdown occurs when electrons, under the influence of the strong electric field inside the space-charge layer, acquire enough kinetic energy to create additional electron-hole pairs by collision against the atoms of the crystal lattice. These additional pairs can, in turn, create other pairs in avalanche fashion. The resulting current consists of randomly distributed noise spikes flowing through the reverse biased junction. Like shot noise, avalanche noise requires current flow. However, avalanche noise is usually much more intense than shot noise, making Zener diodes notoriously noisy. This is one of the reasons why voltage references of the bandgap type are preferable to Zener-diode references.

**Noise in BJTs**

With the exception of avalanche noise, transistors generally exhibit all forms of noise just discussed. A feel for transistor noise mechanisms will help the user better understand the noise characteristics of op amps. As shown in Fig. 7.8, transistor noise is characterized by a pair of equivalent input noise sources with spectral densities \( \epsilon_n \) and \( \epsilon_I \).

The noise power densities for BJTs are\(^7\)

\[
\epsilon_n^2 = 4kT \left( r_b + \frac{1}{2g_m} \right) \quad (7.18a)
\]

\[
i_I^2 = 2q \left( I_B + \frac{1}{f} \right) + \frac{I_C}{\beta(f)^2} \quad (7.18b)
\]

where \( r_b \) is the intrinsic base resistance, \( I_B \) and \( I_C \) are the dc base and collector currents. \( g_m = qI_C/kT \) is the transconductance, \( K_1 \) and \( \alpha \) are appropriate device constants, and \( \beta(f) \) is the forward current gain, which decreases at high frequencies.

In the expression for \( \epsilon_n^2 \), the first term represents thermal noise from \( r_b \) and the second term represents the effect of collector-current shot noise referred to the input. In the expression for \( i_I^2 \), the first two terms represent base-current shot and flicker noise, and the last term represents collector-current shot noise referred to the input.

To achieve a high \( \beta \), the base region of a BJT is doped lightly and fabricated very thin. This, however, increases the intrinsic base resistance \( r_b \). Moreover, the transconductance \( g_m \) and the base current \( I_B \) are directly proportional to \( I_C \). Thus, what works to minimize voltage noise (low \( r_b \) and high \( I_C \)) is the opposite of what is good for low current noise (high \( \beta \) and low \( I_C \)). This represents a fundamental tradeoff in bipolar-op-amp design.

**Noise in JFETs**

The noise power densities for JFETs are\(^7\)

\[
\epsilon_n^2 = 4kT \left( \frac{2}{3g_m} + K_2 \frac{I_D}{g_m} \right) \quad (7.19a)
\]

\[
i_I^2 = 2qI_G + \left( \frac{2\pi fC_{GS}}{8g_m} \right)^2 \left( 4kT \frac{2}{3g_m} + K_3 \frac{I_D}{f} \right) \quad (7.19b)
\]

where \( g_m \) is the transconductance; \( I_D \) is the dc drain current; \( I_G \) is the gate leakage current; \( K_2 \), \( K_3 \), and \( a \) are appropriate device constants; and \( C_{GS} \) is the gate-to-source capacitance.

In the expression for \( \epsilon_n^2 \), the first term represents thermal noise in the channel, and the second represents drain-current flicker noise. At room temperature and at moderate frequencies, the terms in the expression for \( i_I^2 \) are negligible, making JFETs virtually free of input current noise. Recall, however, that gate leakage increases very rapidly with temperature, so \( i_I^2 \) may no longer be neglected at higher temperatures.

Compared to BJTs, FETs have notoriously low \( g_m \) values, indicating that FET-input op amps tend to exhibit higher voltage noise than BJT-input types for similar operating conditions. Moreover, \( \epsilon_n^2 \) in the JFET contains flicker noise. These disadvantages are offset by better current noise performance, at least near room temperature.

**Noise in MOSFETs**

The noise power densities for MOSFETs are\(^7\)

\[
\epsilon_n^2 = 4kT \frac{2}{3g_m} + K_4 \frac{I_D}{W/L} \quad (7.20a)
\]

\[
i_I^2 = 2qI_G \quad (7.20b)
\]

where \( g_m \) is the transconductance, \( K_4 \) is a device constant, and \( W \) and \( L \) are the channel width and length. As in the JFET case, \( i_I^2 \) is negligible at room temperature, but increases with temperature.
In the expression for \( e_n^2 \), the first term represents thermal noise from the channel resistance and the second represents flicker noise. It is the latter that is of most concern in MOSFET-input op amps. Flicker noise is inversely proportional to the transistor area \( W \times L \), so this type of noise is reduced by using input-stage transistors with large geometries. As discussed in Chapter 5, when large geometries are combined with common-centroid layout techniques, the input offset voltage and offset drift characteristics are also improved significantly.

### Noise Modeling in PSpice

When performing noise analysis SPICE calculates the thermal-noise density for each resistor in the circuit, as well as the shot-noise and flicker-noise densities for each diode and transistor. When using op amp macromodels, the need arises for noise sources with spectral densities of the type of Fig. 7.2. We shall synthesize these sources by exploiting the fact that SPICE calculates the noise current of a diode according to

\[
i_n^2 = K_F I_n^F + 2q I_n \left( \frac{K_F I_n^F - 1/2}{f} + 1 \right)
\]

where \( I_n \) is the diode bias current, \( q \) the electron charge, and \( K_F \) and \( A_F \) are parameters that can be specified by the user. This is a power density with white-noise floor \( i_n^2 = 2q I_n \) and corner frequency \( f_c = K_F I_n^F / 2q \). If we let \( A_F = 1 \) for mathematical convenience, then the required \( I_n \) and \( K_F \) for given \( i_n^2 \) and \( f_c \) are

\[
I_n = \frac{i_n^2}{2q} \quad K_F = 2q f_c
\]

Once we have a source of current noise, we can readily convert it to a source of voltage noise via a CCVS.

### Example 7.6

Verify Example 7.1 using PSpice.

**Solution.** We need to create a source \( e_n \) with \( e_{n0} = 20 \text{ nV} \sqrt{\text{Hz}} \) and \( f_n = 200 \text{ Hz} \). First we create a noise current source with \( i_n = 1 \text{ pA} \sqrt{\text{Hz}} \) and \( f_n = 200 \text{ Hz} \), then we use an \( H \)-type source of value \( 20 \text{ nV/pA} \) to convert to \( e_n \). As shown in Fig. 7.9, we bias the diode with \( I_D = (1 \times 10^{-13})/2 = 5 \times 10^{-15} \text{ A} \), and we impose \( K_F = 2 \times 10^{-13} \times 200 = 4 \times 10^{-11} \text{ A} \). The 1-GF capacitor couples the ac noise current generated by the diode to the current-sensing source \( v_s \), which then controls the CCVS to produce \( e_n \). The input circuit file follows.

Calculating rms noise:

\[
\text{ID 0 1 10.2nA}
\]

\[
\text{.model Diode D (KF=4.41E-17,AF=1)}
\]

\[
\text{C 1 2 10F}
\]

\[
\text{vs 0 200mV}
\]

\[
\text{he 3 0 vs 20k}
\]

\[
\text{Rx 3 0 1 avoid floating nodes}
\]

\[
\text{.ac dec 10 0.1Hz 1kHz}
\]

\[
\text{.noise v(x) 10}
\]

\[
\text{.probe \{f\}=v(oDoloe), En=\sqrt{\text{v(oDoloe)^2-v(oDoloe)}}}
\]

\[
\text{.end}
\]

Figure 7.10 shows the plots of the spectral density \( e_n = v(oDoloe) \) and the rms value \( E_n = \sqrt{v((oDoloe)^2-v((oDoloe)))} \), where "\( \sqrt{\text{...}} \)" and "\( \int \)" stand for the square root and integral functions available with the Probe postprocessor. Using the cursor facility to measure specific values, we find that for 0.1 Hz \( \leq f \leq 100 \text{ Hz} \), \( E_n \approx 0.77 \text{ nV} \); for 20 Hz \( \leq f \leq 20 \text{ kHz} \), \( E_n \approx 3 \text{ nV} \); and for 0.1 Hz \( \leq f \leq 1 \text{ MHz} \), \( E_n = 20 \text{ nV} \). This corroborates the results of the hand calculations of Example 7.1.
Op amp noise is characterized by three equivalent noise sources: a voltage source with spectral density $e_n$, and two current sources with densities $i_{np}$ and $i_{nn}$. As shown in Fig. 7.11, a practical op amp can be regarded as a noiseless op amp equipped with these sources at the input. This model is similar to that used to account for the input offset voltage $V_{OS}$ and the input bias currents $I_P$ and $I_N$. This is not surprising since these parameters are themselves special forms of noise, namely, dc noise. Note, however, that the magnitudes and directions of $e_n(t)$, $i_{np}(t)$, and $i_{nn}(t)$ are constantly changing due to the random nature of noise and that noise terms must be added up in rms rather than algebraic fashion.

![Op amp noise model](https://via.placeholder.com/150)

Noise densities are given in the data sheets and have the typical forms of Fig. 7.2. For devices with symmetric input circuitry, such as voltage-mode op amps (VFAs), $i_{np}$ and $i_{nn}$ are given as a single density $i_n$, even though $i_{np}$ and $i_{nn}$ are uncorrelated. To avoid losing track of their identities, we shall use separate symbols until the end of our calculations, when we shall substitute $i_n$ for both $i_{np}$ and $i_{nn}$.

For current-feedback amplifiers (CFAs), the inputs are asymmetric due to the presence of the input buffer. Consequently, $i_{np}$ and $i_{nn}$ are different and are graphed separately.

Just as in precision dc applications it is important to know the dc output error $E_o$ caused by $V_{OS}$, $I_P$, and $I_N$; in low-noise applications it is of interest to know the total rms output noise $E_{no}$. Once $E_{no}$ is known, we can refer it back to the input and compare it against the useful signal to determine the signal-to-noise ratio $SNR$ and, hence, the ultimate resolution of the circuit. We shall illustrate for the familiar resistive-feedback circuit of Fig. 7.12a, which forms the basis of the inverting and noninverting amplifiers, the difference and summing amplifiers, and a variety of others. It is important to keep in mind that the resistances shown in the diagram must include also the external source resistances, if any. For instance, if we lift node A off ground and drive it with a source $V_s$ having internal resistance $R_s$, then we must replace $R_1$ with the sum $R_s + R_1$ in our calculations.

To analyze the circuit we redraw it as in Fig. 7.12b with all pertinent noise sources in place, including the thermal noise sources of the resistors. As we know, resistor noise can be modeled with either a series voltage source or a parallel current source. The reason for choosing the latter will become apparent shortly.

**Overall Input Spectral Density**

The first task is to find the overall spectral density $e_{ni}$ referred to the input of the op amp. We can apply the superposition principle as when we calculate the overall input error $E_i$ due to $V_{OS}$, $I_P$, and $I_N$, except that now the individual terms must be added up in rms fashion. Thus, the noise voltage $e_n$ contributes the term $e_n^2$. The noise currents $i_{np}$ and $i_{nn}$ are flowing through $R_1$, so their combined contribution is, by Eq. (7.15), $(R_i i_{np})^2 + (R_i i_{nn})^2 = R_i^2 i_{np}^2 + 4 kT R_1$. The noise currents $i_{np}$ and $i_{nn}$ are flowing through the parallel combination $R_1 || R_2$, so their contribution is $(R_1 || R_2)i_{np}^2 + (R_1 || R_2)i_{nn}^2 + 4 kT (R_1 || R_2)$. Combining all terms gives the overall input spectral density

$$e_{ni}^2 = e_n^2 + R_i^2 i_{np}^2 + (R_1 || R_2)^2 i_{nn}^2 + 4 kT (R_1 || R_2)$$ (7.22)

For op amps with symmetric inputs and uncorrelated noise currents we have $i_{np} = i_{nn} = i_n$, where $i_n$ is the noise current density given in the data sheets.

To gain better insight into the relative weights of the various terms, consider the special but familiar case in which $R_1 = R_1 || R_2$. Under this constraint, Eq. (7.22) simplifies as

$$e_{ni}^2 = e_n^2 + 2 R_i^2 i_n^2 + 8 kT R_1$$ (7.23a)

$$R = R_1 || R_2 = R_3$$ (7.23b)
Figure 7.13 shows $e_{ni}$ as well as its three individual components as a function of $R$. While the voltage term $e_v$ is independent of $R$, the current term $\sqrt{2RI_i}$ increases with $R$ at the rate of $1 \text{ dec/dec}$, and the thermal term $\sqrt{4kT}$ increases at the rate of $0.5 \text{ dec/dec}$.

We observe that for $R$ sufficiently small, voltage noise dominates. In the limit $R \rightarrow 0$ we get $e_{ni} \rightarrow e_v$, so $e_v$ is aptly called the short-circuit noise: this is the noise produced by the internal components of the op amp, regardless of the external circuitry. For $R$ sufficiently large, current noise dominates. In the limit $R \rightarrow \infty$ we get $e_{ni} \rightarrow \sqrt{2RI_i}$, so $e_i$ is aptly called the open-circuit noise. This form of noise stems from input-bias-current flow through the external resistors. For intermediate values of $R$, thermal noise may also come into play, depending on the relative magnitudes of the other two terms. In the example pictured, point A is where thermal noise overtakes voltage noise, point B where current noise overtakes voltage noise, and point C where current noise overtakes thermal noise. The relative positions of A, B, and C vary from one op amp to another, and can be used to compare different devices.

We note that while it is desirable to install a dummy resistance $R_1 = R_2$ in order to provide bias-current compensation, in terms of noise it is preferable to have $R_1 = 0$ since this resistor only contributes additional noise. When the presence of $R_1$ is mandatory, the corresponding thermal noise can be filtered out by connecting a suitably large capacitance in parallel with $R_2$. This will also suppress any external noise that might be accidentally injected into the noninverting input pin.

Rms Output Noise

Like offsets and drift, $e_{ni}$ is amplified by the noise gain of the circuit. This gain is not necessarily the same as the signal gain, so we shall denote signal gain as $A_s(jf)$ and noise gain as $A_n(jf)$ to avoid confusion. Recall that the dc value of $A_s(jf)$ is $A_{s0} = 1/\beta = 1 + R_2/R_1$. Moreover, for a constant-GBP op amp, the closed-loop bandwidth of $A_n(jf)$ is $f_B = f_B/(1 + R_2/R_1)$, where $f_B$ is the unity-gain frequency of the op amp. The output spectral density can thus be expressed as

$$e_{no} = \frac{1 + R_2/R_1}{\sqrt{1 + (2\pi fB)^2}} e_{ni} \tag{7.24}$$

Noise is observed or measured over a finite time interval $T_{obs}$. The total rms output noise is found by integrating $e_{no}$ from $f_L = 1/T_{obs}$ to $f_H = \infty$. Using Eqs. (7.9), (7.12), and (7.22) we get

$$E_{no} = \left[1 + \frac{R_2}{R_1} \right] \left[ \frac{2}{\epsilon_{nu}} \left( f_{nu} \ln \frac{f_H}{f_L} + 1.57 f_H - f_L \right) + \frac{R_2^2}{\epsilon_{nu}^2} \left( f_{nu} \ln \frac{f_H^2}{f_L} + 1.57 f_H - f_L \right) + \frac{R_2^3}{\epsilon_{nu}^3} \left( f_{nu} \ln \frac{f_H^3}{f_L} + 1.57 f_H - f_L \right) + 4kT \left( R_3 + R_1 \right) (1.57 f_B - f_L) \right]^{1/2} \tag{7.25}$$

This expression indicates the considerations in low-noise design: (a) select op amps with low-noise floors $e_{nu}$ and $i_{nu}$ as well as low corner frequencies $f_{nu}$ and $f_{ci}$; (b) keep the external resistances sufficiently small to make current noise and thermal noise negligible compared to voltage noise (if possible, make $R_1 = 0$); (c) limit the noise-gain bandwidth to the strict minimum required.

The popular OP-27 op amp has been specifically designed for low-noise applications. Its characteristics are $f_B = 8 \text{ MHz}$, $e_{nu} = 3 \text{nV/}\sqrt{\text{Hz}}$, $f_{nu} = 2.7 \text{ Hz}$, $i_{nu} = 0.4 \text{ pA/}\sqrt{\text{Hz}}$, and $f_{ci} = 140 \text{ Hz}$.

Example 7.7. A 741 op amp is configured as an inverting amplifier with $R_1 = 100 \Omega$, $R_2 = 200 \Omega$, and $R_3 = 68 k\Omega$. (a) Assuming $e_{nu} = 20 \text{nV/}\sqrt{\text{Hz}}$, $f_{nu} = 200 \text{ Hz}$, $i_{nu} = 0.5 \text{ pA/}\sqrt{\text{Hz}}$, and $f_{ci} = 2 \text{ kHz}$, find the total output noise above 0.1 Hz, both rms and peak-to-peak. (b) Verify with PSpice.

Solution.

(a) We have $R_1 || R_2 = 100 || 200 = 67 k\Omega$, $A_{no} = 1 + R_2/R_1 = 3 \text{ V/V}$, and $f_B = 10^2/3 = 333 \text{ kHz}$. The noise voltage component is $E_{nu} = 3 \times 10^2 \times 200 \times (333 \times 10^2/0.1) + 1.57 \times 333 \times 10^2 - 0.14/2 = 43.5 \mu\text{V}$. The current noise component is $E_{ic} = 3 \times (68 \times 10^2)^2 + (67 \times 10^2)^2/2 \times 0.5 \times 10^{-12} (2 \times 10^3 \ln 333 \times 10^2 + 523 \times 10^2)^{1/2} + 106.5 \mu\text{V}$. The thermal noise component is $E_{nk} = 3 \times (1.65 \times 10^{-20} (68 + 67) + 10^2 523 + 10^2)^{1/2} = 102.4 \mu\text{V}$. Finally,

$$E_{no} = \sqrt{E_{nu}^2 + E_{ic}^2 + E_{nk}^2} = \sqrt{43.5^2 + 106.5^2 + 102.4^2} = 154 \mu\text{V} \text{ (rms)}$$

or $6.6 \times 154 = 1.02 \text{ mV} \text{ (peak-to-peak)}$.

(b) As shown in Fig. 7.14, we model $e_{ni}$ with an $H$-type source, and $i_{nu}$ with $f_{nu}$ with $f_{ci}$ and $f_{nu}$ with $f_{ci}$ with $f_{ci}$ and $f_{nu}$ with $f_{ci}$. The corresponding diode noise generators, omitted for simplicity, are as in Fig. 7.9. To ensure statistical independence, we must use three different such generators. Moreover, to model a noiseless op amp, we use the LAPLACE facility of PSpice. The input circuit file follows.
Noise densities and noise gains are often available only in graphical form. When this is the case, \( E_{\text{no}} \) is estimated by graphical integration, as illustrated in the following example.

**Example 7.3.** Estimate the total rms output noise above 1 Hz for noise with the spectral density of Fig. 7.6 (top) going through an amplifier with the noise-gain characteristic of Fig. 7.6 (center).

**Solution.** To find the output density \( e_{\text{o}} \), we multiply out the two curves point by point and obtain the curve of Fig. 7.6 (bottom). Clearly, the use of linearized Bode plots simplifies graphical multiplications considerably. Next, we integrate \( e_{\text{o}} \) from \( f_1 = 1 \) Hz to \( f_2 = \infty \). To facilitate our task, we break down the integration interval into three parts, as follows.

For \( 1 \) Hz \(< f \leq 1 \) kHz we can apply Eq. (7.9a) with \( e_{\text{o}} = 20 \) nV/\( \sqrt{\text{Hz}} \), \( f_1 = 1 \) Hz, and \( f_2 = 1 \) kHz. The result is \( E_{\text{no}} = 0.822 \) \( \mu \text{V} \).

For \( 1 \) kHz \(< f \leq 10 \) kHz the density \( e_{\text{o}} \) increases with \( f \) at the rate of \( +1 \) dec/dec, so we can write \( e_{\text{o}}(f) = (20 \text{ nV}/\sqrt{\text{Hz}}) \times (f/10^3) = 2 \times 10^{-11} f \text{ V/Hz} \). Then,

\[
E_{\text{no2}} = 2 \times 10^{-11} \left( \int_{f_1}^{f_2} f^4 \, df \right)^{1/2} = 2 \times 10^{-11} \left( \int_{f_1}^{f_2} f^{10} \, df \right)^{1/2} = 11.5 \text{ \( \mu \text{V} \)}
\]

Finally, we add up all components in rms fashion to obtain

\[
E_{\text{no}} = \sqrt{E_{\text{no1}}^2 + E_{\text{no2}}^2 + E_{\text{no3}}^2} = \sqrt{0.822^2 + 11.5^2 + 76.7^2} = 77.5 \text{ \( \mu \text{V} \)}
\]

### The Pink-Noise Tangent Principle

Looking at the result of the foregoing example, we note that the largest contribution comes from \( E_{\text{no3}} \), which represents noise above 10 kHz. We wonder if there is a quick method of predicting this, without having to go through all calculations. Such a method exists; it is offered by the pink-noise tangent principle.

The pink-noise curve is the locus of points contributing equal-per-decade (or equal-per-octave) noise power. Its noise density slope is \(-0.5\) dec/dec. The pink-noise principle states that if we lower the pink-noise curve until it becomes tangent to the noise curve \( e_{\text{o}}(f) \), then the main contribution to \( E_{\text{no}} \) will come from the
portions of the noise curve in the immediate vicinity of the tangent. In the example of Fig. 7.6 (bottom), the portions closest to the tangent are those leading to $E_{n03}$. We could have set $E_{n02} = E_{n0} = 76.7 \mu V$ without bothering to calculate $E_{n01}$ and $E_{n02}$. The error caused by this approximation is insignificant, especially in light of the spread in noise data due to production variations. As we proceed, we shall make frequent use of this principle.

### 7.3 SOURCES OF NOISE

For an effective selection and utilization of integrated circuits, the system designer needs to be familiar with the basic noise-generating mechanisms in semiconductor devices. A brief discussion of these mechanisms follows.

#### Thermal Noise

Thermal noise, also called Johnson noise, is present in all passive resistive elements, including the stray series resistances of practical inductors and capacitors. Thermal noise is due to the random thermal motion of electrons (or holes, in the case of $p$-type semiconductor resistors). It is unaffected by dc current, so a resistor generates thermal noise even when sitting in a drawer.

As shown in Fig. 7.3a, thermal noise is modeled by a noise voltage of spectral density $e_B^2$ in series with an otherwise noiseless resistor. Its power density is

$$e_B^2 = 4kTR$$

(7.15a)

where $k = 1.38 \times 10^{-23}$ J/K is Boltzmann's constant, and $T$ is absolute temperature, in kelvins. At 25°C, $4kT = 1.65 \times 10^{-20}$ W/Hz. An easy figure to remember is that at 25°C, $e_B^2 \approx 4\sqrt{R} nV/\sqrt{Hz}$, $R$ in kilohms. For instance, $e_{100\Omega} = 1.26 nV/\sqrt{Hz}$, and $e_{2k\Omega} = 12.6 nV/\sqrt{Hz}$.

Converting from Thévenin to Norton, we can model thermal noise also with a noise current $i_D$ in parallel with an otherwise noiseless resistor, as shown in Fig. 7.3b. We have

$$i_D^2 = e_B^2/R^2$$

or

$$i_D^2 = 4kT/R$$

(7.15b)

The preceding equations indicate that thermal noise is of the white type. Purely reactive elements are free from thermal noise.
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Thermal noise models.

#### Shot Noise

Shot noise, also called Johnson noise, is present in all passive resistive elements, including the stray series resistances of practical inductors and capacitors. Thermal noise is due to the random thermal motion of electrons (or holes, in the case of $p$-type semiconductor resistors). It is unaffected by dc current, so a resistor generates thermal noise even when sitting in a drawer.

As shown in Fig. 7.3a, thermal noise is modeled by a noise voltage of spectral density $e_B^2$ in series with an otherwise noiseless resistor. Its power density is

$$e_B^2 = 4kTR$$

(7.15a)

where $k = 1.38 \times 10^{-23}$ J/K is Boltzmann's constant, and $T$ is absolute temperature, in kelvins. At 25°C, $4kT = 1.65 \times 10^{-20}$ W/Hz. An easy figure to remember is that at 25°C, $e_B^2 \approx 4\sqrt{R} nV/\sqrt{Hz}$, $R$ in kilohms. For instance, $e_{100\Omega} = 1.26 nV/\sqrt{Hz}$, and $e_{2k\Omega} = 12.6 nV/\sqrt{Hz}$.

Converting from Thévenin to Norton, we can model thermal noise also with a noise current $i_D$ in parallel with an otherwise noiseless resistor, as shown in Fig. 7.3b. We have

$$i_D^2 = e_B^2/R^2$$

or

$$i_D^2 = 4kT/R$$

(7.15b)

The preceding equations indicate that thermal noise is of the white type. Purely reactive elements are free from thermal noise.

### EXAMPLE 7.4

Consider a 10-kΩ resistor at room temperature. Find (a) its voltage and (b) current spectral densities, and (c) its rms noise voltage over the audio range.

#### Solution

(a) $v_n = \sqrt{4kTR} = \sqrt{1.65 \times 10^{-20} \times 10^3} = 12.8 nV/\sqrt{Hz}$

(b) $i_n = e_B/\sqrt{R} = 1.28 \mu A/\sqrt{Hz}$

(c) $E_n = e_B/\sqrt{R} = 12.8 \times 10^{-9} \times \sqrt{20 \times 10^3} = 1.81 \mu V$

### Shot Noise

This type of noise arises whenever charges cross a potential barrier, such as in diodes or transistors. Barrier crossing is a purely random event and the dc current we observe microscopically is actually the sum of many random elementary current pulses. Shot noise has a uniform power density,

$$i_n^2 = 2qi$$

(7.16)

where $q = 1.602 \times 10^{-19}$ C is the electron charge, and $i$ is the dc current through the barrier. Shot noise is present in BJT base currents as well as in current-output D-A converters.

### EXAMPLE 7.5

Find the signal-to-noise ratio for diode current over a 1-MHz bandwidth if (a) $I_D = 1 \mu A$ and (b) $I_D = 1 nA$.

#### Solution

(a) $E_n = \sqrt{2qiD} = \sqrt{2 \times 1.602 \times 10^{-19} \times 10^{-6} \times 10^6} = 0.57 nA$ (rms). Thus, $SNR = 20 \log_{10}(1 \mu A/(0.57 nA)) = 64.9$ dB.

(b) By similar procedure, $SNR = 34.9$ dB. We observe that the SNR deteriorates as the operating current is lowered.

#### Flicker Noise

Flicker noise, also called 1/f noise, or contact noise, is present in all active as well as in some passive devices and has various origins, depending on device type. In active devices it is due to traps, which, when current flows, capture and release charge carriers randomly, thus causing random fluctuations in the current itself. In BJTs these traps are associated with contamination and crystal defects at the base-emitter junction. In MOSFETs they are associated with extra electron energy states at the boundary between silicon and silicon dioxide. Among active devices, MOSFETs suffer the most, and this can be a source of concern in low-noise MOS applications.

Flicker noise is always associated with a dc current, and its power density is of the type

$$i_n^2 = K\frac{i^n}{f}$$

(7.17)

where $K$ is a device constant, $i$ is the dc current, and $a$ is another device constant in the range $\frac{1}{2}$ to 2.

Flicker noise is also found in some passive devices, such as carbon composition resistors, in which case it is called excess noise because it appears in addition to the thermal noise already there. However, while thermal noise is also present without a
The results of Fig. 7.15 agree with our calculations. We also note that we could have used the pink-noise tangent principle to estimate \( E_{no} \approx (0.21 \mu V) \times \sqrt{1.57 \times 333 \text{kHz}} = 152 \mu V \) (rms).

In terms of noise, the circuit of Example 7.7 is poorly designed because \( E_{nol} \) and \( E_{nOR} \) far exceed \( E_{no} \). This can be improved by scaling down all resistances. A good rule of thumb is to impose \( E_{nol} + E_{nOR} \leq E_{no}/32 \), since this raises \( E_{no} \) only by about 5%, or less, above \( E_{no} \).

### Example 7.8

Scale the resistances of the circuit of Example 7.7 so that \( E_{no} = 50 \mu V \).

**Solution.** We want \( E_{nol} + E_{nOR} \leq E_{no}/32 \), since this raises \( E_{no} \) only by about 5%, or less, above \( E_{no} \).

We again stress that the signal gain \( A_s \) may be different from the noise gain \( A_n \).
the inverting amplifier being a familiar example. Knowing $E_{ni}$ allows us to find the input signal-to-noise ratio,

$$\text{SNR} = 20 \log_{10} \frac{V_{i(\text{rms})}}{E_{ni}} \quad (7.27)$$

where $V_{i(\text{rms})}$ is the rms value of the input voltage. The SNR establishes the ultimate resolution of the circuit. For an amplifier of the transimpedance type, the total rms input noise is $I_{ni} = E_{ni}/|R_{di}|$, where $|R_{di}|$ is the dc transimpedance signal gain. Then, $\text{SNR} = 20 \log_{10}(V_{i(\text{rms})}/I_{ni})$.

**Example 7.9.** Find the SNR of the circuit of Example 7.7 if the input is an ac signal with a peak amplitude of 0.5 V.

**Solution.** Since $A_{d0} = -2 \text{V/V}$, we have $E_{ni} = 154/2 = 77 \mu\text{V}$. Moreover, $V_{i(\text{rms})} = 0.5/\sqrt{2} = 0.354 \text{V}$. So, $\text{SNR} = 20 \log_{10}(0.354/(77 \times 10^{-6})) = 73.2 \text{dB}$.

**Noise in CFAs**

The above equations apply also to CFAs.⁸ As mentioned, the presence of the input buffer makes the inputs asymmetric, so $i_{np}$ and $i_{nn}$ are different. Moreover, since CFAs are bandpass amplifiers, they generally tend to be noisier than conventional op amps.⁹

**Example 7.10.** The data sheets of the CLC401 CFA (Comlinear) give $f_{<0} \equiv 710 \text{kHz}$, $f_{<0} \equiv 350 \text{kHz}$, $r_{n} \equiv 50 \Omega$, $e_{n} \equiv 2.4 \text{nV}/\sqrt{\text{Hz}}$, $f_{e} \equiv 50 \text{kHz}$, $i_{mn} \equiv 3.8 \text{pA}/\sqrt{\text{Hz}}$, $f_{m} \equiv 100 \text{kHz}$, $i_{m} \equiv 20 \text{pA}/\sqrt{\text{Hz}}$, and $f_{m} \equiv 100 \text{kHz}$. Find the total rms output noise above 0.1 Hz if the CFA is configured as a noninverting amplifier with $R_2 = 166.7 \Omega$ and $R_1 = 1.5 \text{k}\Omega$, and is driven by a source with an internal resistance of 100 Ω.

**Solution.** Since $f_{<0} = 10 f_{<0}/R_2 = 166 \text{MHz}$, we have $f_c = f_p/(1 + r_c/(R_1 R_2)) = 124 \text{MHz}$. Applying Eq. (7.25) gives $E_{m} = 10[(33.5 \mu\text{V})^2 + (3.6 \mu\text{V})^2 + (35.6 \mu\text{V})^2 + (28.4 \mu\text{V})^2]^{1/2} \equiv 566 \text{V (rms)}$, or $6.6 \times 566 \equiv 3.7 \text{mV (peak-to-peak)}$.

**Noise Filtering**

Since broadband noise increases with the square root of the noise-gain bandwidth, noise can be reduced through narrowbanding. The most common technique is to pass the signal through a simple $R-C$ network with $R$ small enough to avoid adding appreciably to the existing noise. This filter is susceptible to output loading, so we may want to buffer it with a voltage follower. However, this would add the noise of the follower, whose equivalent bandwidth $\text{NEB} = (\pi/2) f_c$ is quite wide.

The topology¹⁰ of Fig. 7.16 places the op amp upstream of the $R-C$ network so that the noise of the op amp itself is filtered. Moreover, $R$ is placed within the feedback loop to reduce its effective value by 1 + $T$ and thus reduce output loading significantly. Even though $T$ decreases with frequency, the presence of $C$ helps maintain a low output impedance well into the upper frequency range. The purpose of $m R$ and $n C$ is to provide frequency compensation, an issue addressed in Section 8.2. Suffice it to say here that the circuit exhibits a good tolerance to capacitive loads.

**FIGURE 7.16**

Low-pass noise filter. Input may be either a current or a voltage.

The circuit lends itself to filtering both voltages and currents. It can be shown (see Problem 7.26) that

$$V_o = H_{LP}m R I_I + (H_{BP} + H_{DP}) V_i \quad (7.28)$$

$$f_p = \frac{1}{2\pi \sqrt{m f_C R}} \quad (7.29)$$

where $H_{LP}$ and $H_{BP}$ are the standard second-order low-pass and band-pass functions defined in Section 3.3. This filter finds application in voltage-reference and photodiode-amplifier noise reduction.

**7.5 NOISE IN PHOTODIODE AMPLIFIERS**

An area in which noise is of concern is low-level signal detection, such as instrumentation applications and high-sensitivity $I-V$ conversion. In particular, photodiode amplifiers have been at the center of considerable attention,¹¹ so we examine this class of amplifiers in some detail.

The photodiode of Fig. 7.17a responds to incident light with a current $i_5$ that the op amp subsequently converts to a voltage $v_o$. For a realistic analysis we use the model of Fig. 7.17b, where $R_1$ and $C_1$ represent the combined resistance and capacitance toward ground of the diode and the inverting-input pin of the op amp, and $C_2$ represents the stray capacitance of $R_2$. With careful printed-circuit-board layout, $C_2$ can be kept in the range of 1 pF or less. Usually $C_1 \gg C_2$ and $R_1 \gg R_2$.

We are interested in the signal gain $A_s = V_o/I_i$ as well as the noise gain $A_n = e_{n}/E_{ni}$. To this end, we need to find the feedback factor $\beta = Z_1/(Z_1 + Z_2)$, $Z_1 = R_1 (1/2f_C f_1)$, $Z_2 = R_2 (1/2f_C f_2)$. Expanding gives

$$1 = \frac{1 + \frac{R_2}{R_1}}{1 + \frac{f_p}{f_c}} \frac{1 + \frac{R_2}{R_1}}{1 + \frac{f_p}{f_c}} \quad (7.30a)$$

$$f_p = \frac{1}{2\pi (R_1 R_2) (C_1 + C_2)} \quad (7.30b)$$

$$f_c = \frac{1}{2\pi R_1 C_2}$$

where $A_n = e_{n}/E_{ni}$.
The 1/β function has the low-frequency asymptote 1/β₀ = 1 + R₂/R₁, the high-frequency asymptote 1/β∞ = 1 + C₁/C₂, and two breakpoints at f₁ and f₂. As shown in Fig. 7.18a, the crossover frequency is fₓ = β₀f₁, so the noise gain is

\[ Aₙ = \frac{1}{1 + \frac{R₂}{R₁} + jf f₁} \]  

(7.31)

We also observe that as \( a \to \infty \) we have \( Aₙ(\text{ideal}) = \frac{R₂}{(1 + jff₂)(1 + jff₁)} \), so the signal gain is

\[ A₁ = \frac{R₂}{(1 + jff₂)(1 + jff₁)} \]  

(7.32)

and is shown in Fig. 7.18b. With C₁ > C₂, the noise-gain curve exhibits significant peaking, a notorious feature of photodiode amplifiers. This can be reduced by adding a capacitor in parallel with R₂; however, this also reduces the signal-gain bandwidth fₚ.

**Example 7.11.** In the circuit of Fig. 7.17 let the op amp be the OPA627 JFET-input op amp (Burr-Brown), for which \( f₁ = 16 \text{ MHz}, \) \( eₚ = 4.5 \text{ nV/√Hz}, \) \( fₚ = 100 \text{ Hz}, \) and \( fₚ = 1 \text{ pA}. \) Estimate the total output noise \( Eₚ \) above 0.01 Hz if \( R₁ = 100 \text{ GΩ}, \)\n
\[ C₁ = 45 \text{ pF}, \quad R₂ = 10 \text{ MΩ}, \quad \text{and} \quad C₂ = 0.5 \text{ pF}. \]

**Solution.** With the above data we have \( 1/β₀ \equiv 1/\text{V/V}, \) \( 1/β₀ = 91 \text{ V/V}, \) \( f₁ = 31.8 \text{ kHz}, \) and \( fₚ = 176 \text{ kHz}. \) Moreover, by Eqs. (7.15b) and (7.16), \( iₚ = 40.6 \text{ fA/√Hz} \) and \( iₚ = 0.566 \text{ fA/√Hz}. \) We observe that the noise gain for \( eₚ \) is \( Aₙ \), whereas the noise gains for \( iₚ \) and \( i₂ \) coincide with the signal gain \( A₁ \). The output densities, obtained as \( eₚ = |Aₙ| eₚ = |A₂| iₚ, \) and \( e₂ = |Aₙ|i₂, \) are plotted in Fig. 7.19. The pink-noise tangent principle reveals that the dominant components are the voltage noise \( eₚ \) in the vicinity of \( fₚ \), and the thermal noise \( e₂ \) in the vicinity of \( f₂ \). Current noise is negligible because we are using a JFET-input op amp. Thus, \( Eₚ \approx (1/β₀) eₚ \sqrt{\pi/2} fₚ, \) \( E₂ \approx R₂ eₚ \sqrt{\pi/2} fₚ \approx 91 \text{ μV (rms)}, \) \( Eₚ \approx 0.406 \text{ nV (rms)}, \) and \( E₂ \approx 0.566 \text{ fA/√Hz}. \) Finally, \( Eₚ \approx \sqrt{0.406 + 91}, \) \( Eₚ \approx 222 \text{ μV (rms)}. \)

A PSpice simulation (see Problem 7.30) gives \( Eₚ \approx 230 \text{ μV (rms)}, \) indicating that our hand-calculation approximations are quite reasonable.

**Noise Filtering**

The modified photodiode amplifier of Fig. 7.20 incorporates the current-filtering option of Fig. 7.16 to reduce noise. In choosing the filter cutoff frequency \( f₀ \) we must be careful that the signal-gain bandwidth is not reduced unnecessarily. Moreover, the optimum value of \( Q \) is the result of a compromise between noise and response characteristics such as peaking and ringing. A reasonable approach is to start with \( C₁ = C₂ \) and \( R₂C₁ = R₂C₂, \) so that \( m = 1/n \) and \( Q = 1/1 = 1. \) Then we fine-tune \( C₁ \) and \( R₃ \) for a best compromise between noise and response characteristics.
The noise and signal gains are now

\[ A_n \equiv \left(1 + \frac{R_2}{R_1}\right) \left(1 + \frac{R_4}{R_3}\right) \frac{1 + 1/jf_3}{1 + 1/jf_1} \quad (7.33a) \]

\[ A_s \equiv \left(1 + \frac{R_4}{R_3}\right) \frac{1}{1 + 1/jf_3} \quad (7.33b) \]

indicating that the dc values of both gains are raised by a factor of \(1 + \frac{R_4}{R_3}\).

\[ f_c = \frac{2\pi (1 + \frac{R_4}{R_3}) (C_1 + C_2)}{R_2} \quad (7.34) \]

as well as the corner frequencies. Consequently, we must suitably limit this factor in order to avoid raising noise unnecessarily. As it turns out, the \(T\)-network option is worthwhile when high-sensitivity amplifiers are used in connection with large-area photodiodes. The large capacitances of these devices cause enough noise-gain peaking to allow for thermal noise increase without jeopardizing the overall noise performance.

**EXAMPLE 7.13.** In the circuit of Fig. 7.21 let the op amp be the OPA627 of Example 7.11, and let the diode be a large-area photodiode such that \(C_1 = 2 \text{ nF}\), everything else remaining the same. (a) Specify a \(T\)-network for a dc sensitivity of \(1 \text{ V/nA}\). (b) Find the total rms output noise and the signal bandwidth.

**Solution.**

(a) We now have \(1/f_0 \equiv 1 + R_2/R_3, 1/f_{0a} = 1 + C_1/C_2 = 4000 \text{ V/Hz} \) and \(f_s = f_{0a} f_0 = 4 \text{ kHz}\). To avoid increasing voltage noise unnecessarily, impose \(1/f_0 \leq 1/f_{0a}\), or \(1 + R_2/R_3 < 4000\). Then, \(E_{nR} \equiv (1 + R_2/R_3) \times R_2 \sqrt{2 \pi f_0 \beta_0} = \left[1 + \frac{R_4 (R_3)}{R_4 (R_3) kT/C_1} \right]^{1/2}\), indicating that thermal noise increases with the square root of the factor \(1 + R_4/R_3\). Consequently, we must suitably limit this factor in order to avoid raising noise unnecessarily. As it turns out, the \(T\)-network is worthwhile when high-sensitivity amplifiers are used in connection with large-area photodiodes. The large capacitances of these devices cause enough noise-gain peaking to allow for thermal noise increase without jeopardizing the overall noise performance.

(b) The signal bandwidth is \(f_s = f_{0a} = 1/(2\pi) \times 10^8 \times 0.5 \times 10^{-12} = 318 \text{ Hz}\).

Moreover, \(E_{nR} \equiv 0.5 \text{ mV}, E_{n0} = 10^8 \times 0.566 \times 10^{-15} \times \sqrt{1.37 \times 318} = 12.6 \mu \text{V}\), and \(E_{n0} \equiv \sqrt{1.43^2 + 0.57^2} = 1.51 \text{ mV (rms)}\).

**7.6 LOW-NOISE OP AMPS**

As discussed in Section 7.4, the figures of merit in op amp noise performance are the white-noise floors \(E_{nR}\) and \(E_{n0}\), and the corner frequencies \(f_C\) and \(f_{0a}\). The lower their values, the quieter the op amp. In wideband applications, usually only the white-noise floors are of concern; however, in instrumentation applications also the corner frequencies may be crucial.

Figure 7.22a and b shows the noise characteristics of the industry-standard OP-27 low-noise precision op amp (Analog Devices), whose typical ratings are \(E_{nR} = 3 \text{ nV/}\sqrt{\text{Hz}}\) (the same spectral density as a 545-Ω resistor), \(f_C = 2.7 \text{ Hz}\),
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FIGURE 7.22
(a) Noise-voltage and (b) noise-current characteristics of the OP-27/37 op amp. (c) Noise-voltage comparison of three popular op amps. (Courtesy of Analog Devices.)

\[ e_{nu} = 0.4 \mu A/\sqrt{Hz}, \quad f_{ci} = 140 \text{ Hz} \]

Another low-noise op amp is the LTC1028 (Linear Technology), with \[ e_{nu} = 0.9 \mu A/\sqrt{Hz} \]. Figure 7.22c compares the noise-voltage characteristic of the OP-27 low-noise op amp, the NE5533/5534 low-noise audio op amp (Signetics), and the μA741 general-purpose op amp.

Except for programmable op amps, the user has no control over the noise characteristics; however, a basic understanding of how these characteristics originate will help in the device selection process. As with the input offset voltage and bias current, both voltage and current noise depend very heavily on the technology and operating conditions of the differential transistor pair of the input stage. Voltage noise is also affected by the load of the input pair and by the second stage. The noise produced by the subsequent stages is usually insignificant since, when referred to the input, it is divided by the gains of all preceding stages.

Differential Input-Pair Noise

The noise contributed by the differential input pair can be minimized by proper choice of transistor type, geometry, and operating current. Consider BJF-input op amps first. Recall from Eq. (7.18c) that BJT voltage noise depends on the base-spreading resistance \( r_{sb} \) and transconductance \( g_m \). In the OP-27 the differential-pair BJTs are realized in the striped geometry (long and narrow emitters surrounded by base contacts on both sides) to minimize \( r_{sb} \), and are biased at substantially higher than normal collector currents (120 \( \mu A \) per side) to increase \( g_m \). The increase in operating current, however, has an adverse effect on the input bias current \( I_B \) and the input noise current \( I_n \). In the OP-27, shown in Fig. 5.15, \( I_B \) is reduced by the current-cancellation technique. Noise densities, however, do not cancel but add up in rms fashion, so in current-cancellation schemes \( I_{nu} \) is higher than the shot-noise value predicted by Eq. (7.18b).

When the application requires large external resistances, FET-input op amps offer a better alternative since their noise current levels are orders of magnitude lower than those of BJT-input devices, at least near room temperature. FETs, on the other hand, tend to exhibit higher voltage noise, mainly because they have lower \( g_m \) than BJTs. As an example of a JFET-input op amp, the OPA627 (Burr-Brown) has \( e_{nu} = 4.5 \mu A/\sqrt{Hz} \) and \( f_{ci} = 1.6 \text{ Hz} \).

In the case of MOSFETs, 1/f noise is also a critical factor. By Eq. (7.20a), the 1/f component can be reduced by using large-area devices. Moreover, the empirical observation that p-channel devices tend to display less 1/f noise than n-channel types indicates that, in general, the best noise performance in CMOS op amps is achieved by using p-channel input transistors with n-channel active loads. As an example of a MOSFET-input op amp, the TLC279 (Texas Instruments) has \( e_{nu} = 25 \mu A/\sqrt{Hz} \).

Input-Pair Load Noise

Another critical source of noise is the load of the differential input pair. In general-purpose op amp such as the 741, this load is implemented with a current-mirror active load to maximize gain. Active loads, however, are notoriously noisy since they amplify their own noise current. Once divided by the first-stage transconductance and converted to an equivalent input noise voltage, this component can degrade the noise characteristics significantly. In fact, in the 741, noise from the active load exceeds noise from the differential input pair itself.

The OP-27 avoids this problem by using a resistively loaded input stage, as shown in Fig. 5.15. In CMOS op amps, the noise contribution from the active load, when reflected back to the input, is multiplied by the ratio of the \( g_m \) of the load to the \( g_m \) of the differential pair. Thus, using a load with low \( g_m \) reduces this component significantly.

Second-Stage Noise

The last potentially critical contributor to \( e_n \) is the second stage, particularly when this is implemented with pnp transistors to provide level shifting as well as additional gain (see \( Q_{23} \) and \( Q_{24} \) in Fig. 5.15). Being surface devices, pnp transistors suffer from large 1/f noise and poor \( f_{ci} \). Once this noise is reflected back to the input, it can increase \( f_{ce} \) significantly. The OP-27 avoids this drawback by using emitter followers \( Q_{21} \) and \( Q_{22} \) (see again Fig. 5.15) to isolate the first stage from the pnp pair.

Ultralow-Noise Op Amps

High-precision instrumentation often requires ultrahigh open-loop gains to achieve the desired degree of linearity, together with ultralow noise to ensure an adequate SNR. In these situations, considerations of cost and availability may justify the development of specialized circuits to meet the requirements.

Figure 7.23 shows an example of specialized op amp design whose dc specifications are compatible with high-precision transducer requirements and ac specifications are suitable for professional audio work. The circuit uses the low-noise OP-27 op amp with a differential front end to simultaneously increase the open-loop gain and reduce voltage noise. The front end consists of three parallel-connected MAT-02 low-noise dual BJTs operating at moderately high collector currents...
7.2 Noise dynamics

7.2 Find the NEB of a composite amplifier consisting of two identical stages cascaded as in Fig. 6.6, each stage having a gain of the type \( A(j\omega) = A_0(1 + j\omega/f_c) \).

7.3 Show that the standard second-order low-pass and band-pass functions \( H_L \) and \( H_P \) defined in Section 3.4 have \( \text{NEB}_{L\!P} = Q^2 \text{NEB}_{HP} = Q\pi f_b/2 \). Can you justify the similarity intuitively?

7.4 (a) Find the NEB of a filter consisting of an \( R-C \) network, followed by a buffer, followed by another \( R-C \) network. (b) Repeat, but for a filter consisting of a \( C-R \) network, followed by a buffer, followed by an \( R-C \) network. (c) Repeat, but for a filter consisting of an \( R-C \) network, followed by a buffer, followed by a \( C-R \) network. (d) Rank the three filters in terms of noise minimization.

7.5 Confirm the results of Example 7.2 using piecewise graphical integration.

7.6 Estimate the NEB of the RIAA response of Fig. 3.12. Confirm with PSpice.

7.7 Find the total output noise when a noise source with \( f_w = 100 \) Hz and \( \epsilon_{nw} = 10 \text{nV} / \sqrt{\text{Hz}} \) is placed through a noiseless wideband band-pass filter with a mid-frequency gain of 40 dB, \( f_1 = 10 \) Hz and \( f_2 = 1 \) kHz. Confirm using the pink-noise tangent principle.

7.8 Find the spectral noise \( \epsilon_{nw} \) of a certain amplifier below 100 Hz consists of a \( 1/f \) noise with \( f_a = 1 \) Hz and \( \epsilon_{nw} = 10 \text{nV} / \sqrt{\text{Hz}} \); it rolls off at the rate of \(-1 \text{ dec/dec} \); from 1 kHz to 10 kHz it is again constant at \( 1 \text{nV} / \sqrt{\text{Hz}} \); and past 10 kHz it rolls off at the rate of \(-1 \text{ dec/dec} \). Sketch and label \( \epsilon_{nw} \), estimate the total rms noise above 0.01 Hz, and confirm using the pink-noise tangent principle.

7.9 The spectral noise \( \epsilon_{nw} \) of a certain amplifier below 100 Hz consists of a \( 1/f \) noise with \( f_a = 1 \) Hz and \( \epsilon_{nw} = 10 \text{nV} / \sqrt{\text{Hz}} \); it rolls off at the rate of \(-1 \text{ dec/dec} \); from 1 kHz to 10 kHz it is again constant at \( 1 \text{nV} / \sqrt{\text{Hz}} \); and past 10 kHz it rolls off at the rate of \(-1 \text{ dec/dec} \). Sketch and label \( \epsilon_{nw} \), estimate the total rms noise above 0.01 Hz, and confirm using the pink-noise tangent principle.

7.10 The LT1099 2.5-V reference diode (Linear Technology), when suitably biased, acts as a 2.5-V source with superimposed noise of the type \( \epsilon_n^2 = (118 \text{nV} / \sqrt{\text{Hz}})^2(30/j + 1) \). If the diode voltage is sent through an \( R-C \) filter with \( R = 10 \) k\( \Omega \) and \( C = 1 \mu \text{F} \), estimate the peak-to-peak noise that one would observe at the output over a 1-minute interval.

7.3 Sources of noise

7.11 Find a resistance that will produce the same amount of room-temperature noise as a diode operating with (a) a forward-bias current of 50 \( \mu \text{A} \), and (b) a reverse-bias current of 1 \( \mu \text{A} \).

7.12 (a) Show that the total rms noise voltage across the parallel combination of a resistance \( R \) and capacitance \( C \) is \( \epsilon_n = \sqrt{RT/C} \), regardless of \( R \). (b) Find an expression for the total rms noise of the noise current flowing through a resistance \( R \) in series with an inductance \( L \).

7.13 (a) Find a resistance that produces the same \( \epsilon_{nw} \) as a 741 op amp at room temperature. (b) Find a reverse-biased diode current that produces the same \( \epsilon_{nw} \) as a 741 op amp. How does this current compare with the input bias current of the 741?
7.14 In the difference amplifier of Fig. 1.17 let \( R_1 = R_2 = 10 \, \text{k}\Omega \) and \( R_3 = R_4 = 100 \, \text{k}\Omega \). Find the total output noise \( E_{\text{out}} \) above 0.1 Hz if the op amp is (a) the 741 type, and (b) the OP-27 type. Compare also the individual components \( E_{\text{in}_1}, E_{\text{in}_2}, E_{\text{res}}, \) and comment. For the 741 assume \( f_i = 1 \, \text{MHz}, \sigma_{\text{E}_{\text{in}}} = 20 \, \text{mV}/\sqrt{\text{Hz}}, f_e = 200 \, \text{Hz}, \sigma_{\text{E}_{\text{res}}} = 0.5 \, \text{pA}/\sqrt{\text{Hz}}, \) and \( f_m = 2 \, \text{kHz} \); for the OP-27 assume \( f_i = 8 \, \text{MHz}, \sigma_{\text{E}_{\text{in}}} = 3 \, \text{nV}/\sqrt{\text{Hz}}, f_e = 2.7 \, \text{Hz}, \sigma_{\text{E}_{\text{res}}} = 0.4 \, \text{pA}/\sqrt{\text{Hz}}, \) and \( f_m = 140 \, \text{Hz} \).

7.15 Using a 741 op amp, design a circuit that accepts three inputs \( v_1, v_2, \) and \( v_3 \), and yields \( v_o = (v_1 - v_2 - v_3) \); hence, estimate its total output noise above 1 Hz.

7.16 In the bridge amplifier of Fig. P1.74 let \( R = 100 \, \text{k}\Omega \) and \( A = 2 \, \text{V}/\text{V} \), and let the op amps be 741 types. Estimate the total output noise above 1 Hz.

7.17 (a) Find the total rms output noise above 0.1 Hz for the I-V converter of Fig. 2.2 if \( R = 10 \, \text{k}\Omega, R_1 = 2 \, \text{k}\Omega, R_2 = 18 \, \text{k}\Omega, \) and the op amp is the OP-27, whose characteristics are given in Problem 7.14. (b) Find the SNR if \( v_i \) is a triangular wave with peak values of \( \pm 10 \, \mu\text{A} \).

7.18 (a) Find the total output noise above 0.1 Hz for the inverting amplifier of Fig. P1.54 if all resistances are 10 k\Omega and the op amp is the 741 type. (b) Find the SNR if \( v_i = 0.5 \, \text{cos} \, 100 \pi \, \text{Hz} + 0.25 \, \text{cos} \, 300 \pi \, \text{Hz} \).

7.19 A JFET-input op amp with \( \sigma_{\text{E}_{\text{in}}} = 18 \, \text{nV}/\sqrt{\text{Hz}}, f_e = 200 \, \text{Hz}, \) and \( f_m = 3 \, \text{MHz} \) is configured as an inverting integrator with \( R = 159 \, \text{k}\Omega \) and \( C = 1 \, \text{nF} \). Estimate the total output noise above 1 Hz.

7.20 It is required to design an amplifier with \( A_0 = 60 \, \text{dB} \) using op amps with GBP = 1 MHz. Two alternatives are being evaluated, namely, a single-op-amp realization and a two-op-amp cascade realization of the type of Example 8.2. Assuming the resistances are sufficiently low to render current and resistor noise negligible, which of the two configurations is noisier and by how much?

7.21 Using the OP-227 dual op amp, design a dual-op-amp instrumentation amplifier with a gain of 10^3 \, \text{V}/\text{V}, and find its total output noise above 0.1 Hz. Try keeping noise as low as practical. The OP-227 consists of two OP-27 op amps in the same package, so use the data of Problem 7.14.

7.22 With reference to the triple-op-amp instrumentation amplifier of Fig. 2.20, consider the first stage, whose outputs are \( v_{O1} \) and \( v_{O2} \). (a) Show that if \( O_{A1} \) and \( O_{A2} \) are dual op amps with densities \( e_i \) and \( i_n \), the overall input power density of this stage is \( e_i^2 = E_i^2 + \left(\frac{R_2}{2} R_{i_f} \sigma_{E_{i_f}}^2\right)^2 + 4 kT \left(R_{i_f} \| 2 R_2\right)^2 \) and \( i_n^2 = 2 i_n^2 \). (b) Estimate the total rms power produced by this stage above 0.1 Hz if \( R_2 = 100 \, \text{k}\Omega, R_3 = 50 \, \text{k}\Omega, \) and the op amps are from the OP-227 dual-op-amp package, whose characteristics are the same as those of the OP-27 given in Problem 7.14.

7.23 (a) In the triple-op-amp instrumentation amplifier of Fig. 2.21 let the pot be adjusted for a gain of 10^3 \, \text{V}/\text{V}. Using the results of Problem 7.22, estimate the total output noise above 0.1 Hz. (b) Find the SNR for a sinusoidal input having a peak amplitude of 10 mV.

7.24 Use PSpice to verify the CFA noise calculations of Example 7.10.

7.25 The circuit of Fig. 7.12a has \( R_1 = R_3 = 10 \, \Omega \) and \( R_2 = 10 \, \text{k}\Omega \), and its output is observed through a band-pass filter having NEB = 100 Hz. The reading is 0.120 mV (rms), and it can be regarded as being primarily voltage noise since the resistances are so small. Next, a 500-k\Omega resistor is inserted in series with each input pin of the op amp to generate substantial current noise. The output reading is now 2.25 mV rms. Find \( e_i \) and \( i_n \).

7.26 (a) Derive the transfer function of the noise filter of Fig. 7.16. (b) Modify the circuit so that it works as an inverting voltage amplifier with \( R = -100 \, \text{k}\Omega \). Comment on your findings.

7.27 Using two 0.1-\mu F capacitances, specify resistances in the noise filter of Fig. 7.16 for \( f_0 = 100 \, \text{Hz} \) and \( Q = 1/2 \). If the op amp is the 741 type, find the total rms noise generated by the filter above 0.01 Hz with \( V_i \) and \( I_i \) both set to zero.

7.28 Using the voltage-input option of the noise filter of Fig. 7.16, design a circuit to filter the voltage of the LT1009 reference diode of Problem 7.10 for a total output noise above 0.01 Hz of 1 \, \mu V \, \text{rms} \) or less. Assume an OP-27 op amp whose characteristics are given in Problem 7.14.

7.29 (a) Derive that it works as a voltage amplifier with \( R = -100 \, \text{k}\Omega \). Estimate the total output noise above 0.01 Hz. Comment on your findings. (b) Repeat but also with a 0.1-\mu F capacitance in parallel with \( R_3 \).

7.30 Use PSpice to plot \( e_{\text{in}}, e_{\text{out}}, e_{\text{out}}, \) and \( e_{\text{out}} \) for the circuit of Example 7.11. Hence, use the "s" and "sqrt" Probe functions to find \( e_{\text{in}} \).

7.31 Investigate the effect of connecting an additional capacitance \( C_f = 2 \, \text{pF} \) in parallel with \( R_3 \) in the photodiode amplifier of Example 7.11. How does it affect noise? The signal-gain bandwidth?

7.32 Use PSpice to confirm Example 7.12.

7.33 Derive Eqs. (7.33) and (7.34).

7.34 Rework Example 7.11, but with \( R_2 \) replaced by a T-network with \( R_2 = 1 \, \text{M}\Omega, R_3 = 2 \, \text{k}\Omega, \) and \( R_4 = 18 \, \text{k}\Omega \), everything else staying the same. Comment on your findings.

7.35 Verify Example 7.13 via PSpice.

7.36 Modify the circuit of Example 7.13 to filter noise without significantly reducing the signal bandwidth. What is the total output noise of your circuit?

7.37 A popular noise reduction technique is to combine \( N \) identical voltage sources in the manner of Fig. P7.37. (a) Show that if the noise of the resistors is negligible, the output
density $e_{nm}$ is related to the individual source densities $e_n$ as $e_{nm} = e_n / \sqrt{N}$. (b) Find the maximum value of the resistances in terms of $e_n$ so that the rms noise contributed by the resistances is less than 10% of the rms noise due to the sources.

![Figure P7.37](image.png)

REFERENCES


8.1 The Stability Problem
8.2 Stability in Constant-GBP Op Amp Circuits
8.3 Internal Frequency Compensation
8.4 External Frequency Compensation
8.5 Stability in CFA Circuits
8.6 Composite Amplifiers

PROBLEMS

REFERENCES

Since its conception by Harold S. Black in 1927, negative feedback has become a cornerstone of electronics and control, as well as other areas of applied science, such as biological systems modeling. As seen in the previous chapters, negative feedback results in a number of performance improvements, including gain stabilization against process and environmental variations, reduction of distortion stemming from component nonlinearities, broadbanding, and impedance transformation. These advantages are especially startling if feedback is applied around very high-gain amplifiers such as op amps.

Negative feedback comes at a price, however: the possibility of an oscillatory state. In general, oscillation will result when the system is capable of sustaining a signal around the loop regardless of any applied input. For this to occur, the system must provide enough phase shift around the loop to turn feedback from negative to positive, and enough loop gain to sustain an output oscillation without any applied input.

This chapter provides a systematic investigation of the conditions leading to instability as well as suitable cures, known as frequency-compensation techniques, to stabilize a circuit so that the benefits of negative feedback can be fully realized.
8.1 THE STABILITY PROBLEM

The advantages of negative feedback are realized only if the circuit has been stabilized against the possibility of oscillations. For an intuitive discussion, I refer again to the feedback system of Fig. 1.21. As we know, whenever the amplifier detects an input error $x_d$, it tries to reduce it. It takes some time, however, for the amplifier to react and then transmit its response back to the input via the feedback network. The consequence of this combined delay is a tendency on the part of the amplifier to overcorrect the input error, especially if the loop gain is high. If the overcorrection exceeds the original error, a regenerative effect results, whereby the magnitude of $x_d$ diverges, instead of converging, and instability results. Signal amplitudes grow exponentially until inherent circuit nonlinearities limit further growth, forcing the system either to saturate or to oscillate, depending on the order of its system function. By contrast, a circuit that succeeds in making $x_d$ converge is stable.

Gain Margin

Whether a system is stable or unstable is determined by the manner in which its loop gain $T$ varies with frequency. To substantiate, suppose a frequency exists at which the phase angle of $T$ is $-180^\circ$; call this frequency $f_{-180}$. Then, $T(f_{-180})$ is real and negative, indicating that feedback has turned from negative to positive.

$$|T(f_{-180})| = I$$

$$\phi_m = \text{phase margin}$$

The GM represents the number of decibels by which we can increase $|T(f_{-180})|$ before it becomes unity and thus leads to instability. For instance, a circuit with $|T(f_{-180})| = 1/10$ has GM = $20 \times \log_{10}10 = 10$ dB, which is considered a reasonable margin. By contrast, a circuit with $|T(f_{-180})| = 1/2$ has GM = 3 dB, not much of a margin: only a modest increase in the gain $a$ because of manufacturing process variations or environmental changes may easily lead to instability! The GM is visualized in Fig. 8.1 (top).

Phase Margin

An alternative and more common way of quantifying stability is via phase. In this case we focus on $\angle T(f_s)$, the phase angle of $T$ at the crossover frequency $f_s$, where $|T| = 1$ by definition, and we define the phase margin $\phi_m$ as the number of degrees by which we can lower $\angle T(f_s)$ before it reaches $-180^\circ$ and thus leads to instability. We have $\phi_m = \angle T(f_s) - (-180^\circ)$, or

$$\phi_m = 180^\circ + \angle T(f_s)$$

The phase margin is visualized in Fig. 8.1 (bottom). To investigate its significance, we write $T(f_s) = |T| = 1/\phi_m = -\exp(j\phi_m)$. The error function is then
Calculating the error function for different values of \( \phi_m \) we get 0.707 for \( \phi_m = 90^\circ \), 1 for \( \phi_m = 60^\circ \), 1.31 for \( \phi_m = 45^\circ \), 1.93 for \( \phi_m = 30^\circ \), and \( \infty \) for \( \phi_m = 0^\circ \). It is apparent that for \( \phi_m < 60^\circ \) we have \( |A(j\omega)| > |A_{\text{ideal}}(j\omega)| \), indicating a peaked closed-loop response. Moreover, the lower \( \phi_m \) is, the more pronounced the peaking. In the limit \( \phi_m \to 0 \) we get \( |A(j\omega)| \to \infty \), or oscillatory behavior. In practical designs, a typical lower limit for \( \phi_m \) is \( 45^\circ \), with \( 60^\circ \) being more common.

**Example 8.1.** The loop gain of Fig. 8.1 has been drawn for \( T_0 = 10^4 \) and three pole frequencies at 100 Hz, 1 MHz, and 10 MHz. Find (a) \( GM \), (b) \( \phi_m \), and (c) \( T_0 \) for \( \phi_m = 60^\circ \).

**Solution.** We have

\[
|T(jf)| = \frac{10^4}{(1 + (f/10^3)(1 + (f/10^7)(1 + (f/10^10)))^2)}
\]

(8.3a)

\[
4\pi T(jf) = -\tan^{-1}(f/10^3) + \tan^{-1}(f/10^7) + \tan^{-1}(f/10^10)
\]

(8.3b)

(a) To find \( GM \) we need to know \( f_m \). The figure indicates that 1 MHz \( \leq f_m \leq 10 \) MHz. Start out with 5 MHz, as an initial estimate, then use Eq. (8.3b) to find the actual value by trial and error. Letting \( f = 5 \) MHz in Eq. (8.3b) yields \( 4\pi T(j5 \times 10^6) = -105.3^\circ \). This is too large, so try \( f = 3 \) MHz. This gives \( 4\pi T(j3 \times 10^6) = -178.3^\circ \), which is too small. After a few more trials we find that \( 4\pi T \approx -180^\circ \) for \( f = 3.16 \) MHz. Then, Eq. (8.3a) gives \( T(j3.16 \times 10^6) = 91.04 \times 10^{-6} \). Finally, Eq. (8.1) gives \( GM = 20.82 \) dB.

(b) To find \( \phi_m \), we need to know \( f_m \). The figure provides the initial estimate \( f = 1 \) MHz. Substituting into Eq. (8.3a) gives \( |T(j10^6)| = 0.7036 \), which is too small. So, try \( f = 700 \) kHz; this yields \( |T(j700 \times 10^3)| = 1.167 \), which is too large. After a few more iterations we find that \( |T| = 1 \) for \( f = 784 \) kHz. Then, Eq. (8.3a) gives \( |T(j784 \times 10^3)| \approx -132.6^\circ \), and Eq. (8.2) gives \( \phi_m = 47.4^\circ \).

(c) For \( \phi_m = 60^\circ \), we want \( |T(jf_m)| = 1 \). Using Eq. (8.3b) we find, by trial and error, \( f_m = 512 \) kHz. The value of the denominator of Eq. (8.3a) at this frequency is 5760. Clearly, for \( |T| \) to be unity at this frequency, its dc value \( T_0 \) must be lowered from 10^4 to 5760.

**Peaking and Ringing**

The presence of peaking in the frequency domain is usually accompanied by ringing in the time domain, and vice versa. As illustrated in Fig. 8.2, the two effects are quantified in terms of the gain peaking \( GP \), in decibels, and the overshoot \( OS \), in percentage. Both effects are absent in first-order systems since it takes a complex pole pair to produce them. For a second-order all-pole system, peaking occurs for \( Q > 1/\sqrt{2} \), and ringing for \( \xi < 1 \), where the quality factor \( Q \) and the damping ratio \( \xi \) are related as \( Q = 1/(2\xi) \), or \( \xi = 1/(2Q) \). Second-order systems are well documented.
in mind the following frequently encountered values of GP (ϕm) and OS (ϕm):

- GP (60°) ≈ 0.3 dB  OS (60°) ≈ 8.8%
- GP (45°) ≈ 2.4 dB  OS (45°) ≈ 23%

Depending on the case, a closed-loop response may have a single pole, a pole pair, or a higher number of poles. Mercifully, the response of higher-order circuits is often dominated by a single pole pair, so the graphs of Fig. 8.3 provide a good starting point for a great many circuits of practical interest.

### The Rate of Closure (ROC)

We are now ready to develop a quick means for assessing stability from magnitude Bode plots for minimum-phase systems, that is, for systems having no roots in the right half of the s plane. To this end, let us first study the plots of Fig. 8.4, which pertain to the single-root function \( H(f) = (1 + jf/f_0)^{−1} \), where \(-1\) holds for a pole frequency, and \(+1\) for a zero. Denoting the slope of \(|H|\) as \( \text{Slope}(|H|) \), we observe that for \( f \ll f_0/10 \), \( \text{Slope}(|H|) \to 0 \text{ dB/dec} \) and \( \angle H \to 0^\circ \); for \( f \gg 10f_0 \), \( \text{Slope}(|H|) \to \pm 20 \text{ dB/dec} \) and \( \angle H \to \pm 90^\circ \); for \( f = f_0 \), \( \text{Slope}(|H|) \to \pm 10 \text{ dB/dec} \) and \( \angle H \to \pm 45^\circ \). We can empirically derive phase (in degrees) from slope (in decibels per decade) as

\[
\angle H \equiv 4.5 \times \text{Slope}(|H|) \tag{8.7}
\]

This correlation holds also if \( H(s) \) has more than one root, provided the roots are real, negative, and well separated, say, at least a decade apart.

Next, suppose both \(|a|\) and \(|1/b|\) have been graphed. Observe the slopes of the two curves at the crossover frequency \( f_c \), and call the magnitude of their difference the rate of closure,

\[
\text{ROC} = |\text{Slope}(|a|) - \text{Slope}(|1/b|)| \left| \frac{1}{f_c} \right| \tag{8.8}
\]

Considering that \( \angle T(jf_2) = \angle a(jf_2) = \angle b^{-1}(jf_2) \), we can use the ROC to estimate \( \phi_m \) via Eq. (8.7). The following cases arise so frequently that it is worth keeping them in mind.

- ROC \( \approx 20 \text{ dB/dec} \Rightarrow \phi_m \approx 90^\circ \) \( (8.9a) \)
- ROC \( \approx 30 \text{ dB/dec} \Rightarrow \phi_m \approx 45^\circ \) \( (8.9b) \)
- ROC \( \approx 40 \text{ dB/dec} \Rightarrow \phi_m \approx 0^\circ \) \( (8.9c) \)
- ROC \( > 40 \text{ dB/dec} \Rightarrow \phi_m < 0^\circ \) \( (8.9d) \)

We shall also make frequent use of the property that for any two frequencies located within a region of constant slope of \( \pm \alpha \) dB/dec, we have

\[
|H(jf_1)|/|H(jf_2)| = (f_1/f_2)^{\pm \alpha} \tag{8.10}
\]

For instance, in the region of constant GBP of an op amp, we get the familiar result

\[
|a(jf_1)/a(jf_2)| = (f_1/f_2)^{-1} = f_2/f_1.
\]

### Finding T Using PSpice

PSpice is a powerful tool for finding \( T \), especially when complex transistor-level or macromodel-level circuits are involved. A convenient method, developed by S. Rosenstark, requires that we break the loop, inject a test signal in the forward direction, and perform two measurements at the return end, namely, the measurement of the open-circuit voltage \( V_{ret} \) and the short-circuit current \( I_{ret} \). Then, we calculate

\[
T = \frac{1}{1/T_{oc} + 1/T_{sc}} \tag{8.11}
\]

where \( T_{oc} = V_{ret}/V_{test} \) and \( T_{sc} = I_{ret}/I_{test} \), \( V_{test} \) and \( I_{test} \) being the voltage and current at the point of test-signal injection. The advantage of this method is that we can break the loop at any point we wish, without having to worry about the termination issues raised in Section 1.7.

The procedure is illustrated in Fig. 8.5 for a 741 op amp with \( \beta = 0.5 \). The circuit includes also \( R_L \) and \( C_L \) to model a typical output load, and \( C_o \) to model the stray capacitance of the inverting-input interconnections. Though we have chosen to break the loop at the output of the op amp, we could have broken it at any other point, such as at the inverting-input pin (see Problem 8.8). The only constraint is that as we break the loop we must maintain dc continuity for PSpice to perform the dc bias analysis. In Fig. 8.5a we use the source \( V_I \) to inject a test signal, a conveniently large shunt capacitance \( C_{so} \) to establish an ac short at the return end, and the source \( V_T \) to sense the short-circuit return current. In Fig. 8.5b we use the source \( G_T \) to inject a test signal, and a conveniently large series inductance \( L_{oc} \) to maintain dc continuity.
FIGURE 8.5
PSpice circuits to find $T_{ac}$ and $T_{dc}$.

while providing an ac open. The PSpice circuit file uses the 741 Byle macromodel as follows.

Plotting the Loop Gain $T_{r}$:

```
.lib eval.lib
VCC 10 0 dc 15V
VCC 11 0 dc -15V
"Circuit to find $T_{ac}$:
Ricc 0 1 100k
Ricc 2 3 100k
Cmac 1 0 2pF
Cmac 3 0 2pF
Cmac 0 1 100pF
```

The results of the simulation are shown in Fig. 8.6. Using the cursor facility of the Probe postprocessor, we find $f_z \approx 390$ kHz and $\angle f_z = -134^\circ$, indicating a phase margin $\phi_m \approx 46^\circ$.
Op amps with a constant GBP are said to be unconditionally stable because with frequency-independent feedback, or \( \phi = 0 \), they are stable for any \( \beta \leq 1 \) V/V.

Since we now have \( \frac{d}{d\phi} = \phi \), we find that \( \phi_{\text{max}} = 180^\circ \). With \( \phi \), the feedback factor is frequency-independent, or \( \phi = 0 \), and we appreciate the unconditional stability of the noninverting and inverting amplifiers: in both cases the rate of closure is \( \text{ROC} = 20 \text{ dB/dec} \).

As the transition frequency \( f_t \) is approached, constant-GBP op amps exhibit additional phase lag due to higher-order poles. Typically, \( \phi = -120^\circ \), so \( 60^\circ \leq \phi_{\text{max}} \leq 90^\circ \), depending on the value of \( \beta \). The circuit with the lowest phase margin is the voltage follower, for which \( \beta = 1 \) V/V and \( f_k = f_t \). We observe that an op amp that has been stabilized for voltage-follower operation will be stable also as an inverting integrator, since the latter has \( \phi(f) = 1 \) V/V. Look at Fig. 6.25b to convince yourself.

Feedback Pole

If the feedback network includes reactive elements, either intentional or parasitic, stability may no longer be unconditional, and suitable measures may have to be taken to raise \( \phi_{\text{max}} \). Of special concern is the case of a single feedback pole, or

\[
\beta(f) = \frac{\beta_0}{1 + jf/f_p} \tag{8.12}
\]

where \( \beta_0 \) is the dc value of the feedback factor. Note that a pole (or a zero) of \( \beta \) becomes a zero (or a pole) for \( 1/\beta \). Since we are going to be working with \( 1/\beta \) rather than \( \beta \), we find it more appropriate to use the symbol \( f_p \) instead of \( f_p \). (The reader is cautioned against confusing the two!)

The effect of a feedback pole is illustrated in Fig. 8.7 for the case \( f_p \ll f_0 \).

As we know, the differentiator of Fig. 8.8a gives, in the limit \( a \to \infty \),

\[
H_{\text{ideal}} = -\frac{a}{f_0} \tag{8.13a}
\]

At \( f = f_k \) we have Slope \((a)\) \( = -20 \text{ dB/dec} \) and Slope \((1/\beta)\) \( = +20 \text{ dB/dec} \), so ROC \( = |20 - (+20)| = 40 \text{ dB/dec} \). By Eq. (8.9c), \( \phi_{\text{max}} = 0^\circ \), indicating a circuit on the verge of oscillation. We can gain additional insight by examining the error function 1/(1 + \( f/f_p \)). Using the high-frequency approximation \( a = f_k/f \) and letting \( 1/T = (1/a) \times (1/\beta) = (f_k/f_0) \times (1 + f_k/f_0) / f_p \), we get, after straightforward algebra,

\[
A(f) = A_{\text{ideal}} \times \frac{1}{1 + (f_k/f_0)^2 + (f_k/f_0)} \tag{8.13b}
\]

The error function coincides with the second-order low-pass function \( H_{\text{LP}} \) defined in Eq. (3.44). Its characteristic frequency \( f_k \) is visualized in Fig. 8.7 as the geometric mean of \( f_p \) and \( f_0 \). We also note that the lower \( f_k \) compared to \( f_0 \), the higher the \( Q \) and, hence, the more pronounced the peaking and ringing. We shall now investigate the most common examples of feedback poles, along with suitable stabilization techniques.
(8.16)
where \( C_d \) is the differential capacitance between the input pins; \( C_c/2 \) is the common-mode capacitance of each input to ground, so that when the inputs are tied together the net capacitance is the sum of the two; and \( C_{ext} \) is the external parasitic capacitance of components, leads, sockets, and printed-circuit traces associated with the inverting input node. Typically, each of the above components is on the order of a few picofarads.

As in the case of the differential capacitor, a common way of stabilizing the differentiator is by adding a series resistance \( R_s \) as in Fig. 8.9a. At low frequencies \( R_s \) has little effect because \( R_s \ll (2C) \). However, at high frequencies, where \( C \) acts as a short compared to \( R_s \), the asymptotic value becomes \( 1/\beta \omega_0 = 1 + R_s/R_s \), indicating the creation of a break frequency past which the \(|\beta|\) curve flattens out. If we position this breakpoint right on the \(|\beta|\) curve, as in Fig. 8.9b, then we obtain \( \omega_0 = 30 \text{ dB/dec} \), or \( \phi_m = 45^\circ \), by Eq. (8.9b).

To find the required \( R_s \), impose \( 1 + R_s/R_s = |\beta|/\omega_0 = f_s/f_s = \sqrt{f_s/\omega_0} \gg 1 \). This gives

\[
R_s \approx R_s/\sqrt{f_s/\omega_0} \quad (8.15)
\]

Thus, for \( \phi_m = 45^\circ \) in Example 8.2, use \( R_s \approx 159/\sqrt{10^5/100} = 1.59 \Omega \). If a greater phase margin is desired, the second break frequency can be lowered further, but at the price of further reducing the frequency range of near-ideal differentiator behavior.

![Figure 8.9](image)

**Compensated differentiator.**

### Stray Input Capacitance Compensation

All practical op amps exhibit stray input capacitances. Of special concern is the net capacitance \( C_n \) of the inverting input toward ground.

\[
C_n = C_d + C_c/2 + C_{ext} \quad (8.16)
\]

As depicted in Fig. 8.8b, the circuit exhibits an intolerable amount of peaking and is thus on the verge of oscillation.

**Example 8.2.** A 741 op amp differentiator has \( R = 159 \, \Omega \) and \( C = 10 \, \text{pf} \). Find \( f_s \), \( Q \), and \( \phi_m \).

**Solution.** We have \( f_s = 1/(2\pi \times 159 \times 10^9 \times 10 \times 10^{-9}) = 10^2 \, \text{Hz} \), \( f_s = (100 \times 10^7)^{1/2} = 10 \, \text{kHz} \), \( Q = (10^2/2\pi 10^7)^{1/2} = 100 \), \( \phi_s = \phi_s - 45^\circ = 45^\circ \), \( f_s/f_s = \tan^{-1}(f_s/f_s) = -90^\circ - \tan^{-1}(10^7/10^5) = -179^\circ \), \( \phi_m = 180^\circ - 179^\circ = 1^\circ \).

As in the case of the differentiator, \( C_n \) creates a feedback pole whose phase lag erodes \( \phi_m \). A common way of counteracting this lag is by using a feedback capacitance \( C_f \) to create feedback phase lead. This is illustrated in Fig. 8.10a for the inverting case. Assuming \( r_d = \infty \) and \( r_o = 0 \), we have

\[
1/\beta = 1 + R_s/R_s \quad (8.17)
\]

where \( f_s = 1/(2\pi (R_s + R_s) + C_f) \) and \( f_s = 1/(2\pi C_f) \).

In the absence of \( C_f \), we have \( 1/\beta = 1/(1 + 1/\omega_0) = 1 + 1/2\pi f_s \), indicating that the \(|\beta|\) curve bends upward. If its break frequency is located well below the crossover frequency, we have \( \omega_0 \leq 40 \, \text{dB/dec} \), or a circuit on the verge of oscillation. This situation corresponds to the curve \( \phi_m = 0^\circ \) in Fig. 8.10b.

**Figure 8.10**

Stray input capacitance compensation.

Inserting \( C_f \) creates a second breakpoint at \( f_p \) beyond which the \(|\beta|\) flattens out toward the high-frequency asymptote \( 1/\beta \omega_0 = 1 + Z_{C_f}/Z_{C_f} = 1 + \phi_m/C_f \). By properly positioning this second breakpoint we can increase \( \phi_m \). For \( \phi_m = 45^\circ \) we place \( f_p \) right on the \(|\beta|\) curve, so \( f_p = \beta \omega_0 f_s \). Rewriting as \( 1/2\pi R_s C_f = f_s/(1 + (8.15) + \frac{R_s}{f_s}) \), we get

\[
R_s \approx \frac{1}{\beta (1 + 1/\omega_0)} \approx \frac{1}{\phi_m C_f} \quad (8.15)
\]
Alternatively, we can compensate for $\phi_m = 90^\circ$. In this case we place $I_p$ right on top of $I$, so as to cause a pole-zero cancellation. This makes the $|1/\beta|$ curve flat throughout, or $1/\beta_{oo} = |1/\beta_0|$. Rewriting as $1 + C_n/C_f = 1 + R_2/R_1$ yields

$$C_f = (R_1/R_2)C_n \quad \text{for} \quad \phi_m = 90^\circ \quad (8.18a)$$

Moreover, the crossover frequency is $\beta_{oo}f_1 = \beta_0f_1/(1 + R_2/R_1)$. This technique, also called neutral compensation, is similar to oscilloscope probe compensation.

We observe that the introduction of $C_f$ yields, in the limit $a \to \infty$, $A_{ideal} = -Z_3/R_1 = (-R_2/R_1)/(1 + jf/f_p)$, that is, $A_{ideal}$ is frequency-dependent with a pole frequency at $f = f_p$. Moreover, the error function $1/(1 + 1/T)$ has a pole frequency at the crossover frequency $\beta_{oo}f_1$. Hence, the actual gain $A(jf) = A_{ideal}/(1 + 1/T)$ has a pole-frequency pair, namely, $f_p$ and $\beta_{oo}f_1$.

**EXAMPLE 8.3.** In Fig. 8.10a let $R_1 = R_2 = 30 \, \text{k} \Omega$, and $C_{ext} = 3 \, \text{pF}$. Moreover, let the op amp have GBP = 20 MHz, $C_2 = 7 \, \text{pF}$, and $C_{c2} = 6 \, \text{pF}$. (a) Find $\phi_m$ with $C_f$ absent. (b) Find $C_f$ for $\phi_m = 90^\circ$. (c) Find $A(jf)$ after compensation. (d) Verify with PSpice.

**Solution.**

(a) We have $1 + R_2/R_1 = 2$. $C_n = 7 + 6 + 3 = 16 \, \text{pF}$. $f_p = 1/(2\pi \times 15 \times 10^3 \times 16 \times 10^{-12}) = 663 \, \text{kHz}$, and $1/\beta = 2(1 + jf/663 \, \text{kHz})$. Using Eq. (8.13b) we find $Q = 3.88$, and using Eq. (8.6) we find $\phi_m = 14.7^\circ$—not a very convincing margin.

(b) Use $C_f = (30/30) \times 16 = 16 \, \text{pF}$

(c) We have $f_p = 1/2 R_2 C_f = 332 \, \text{kHz}$ and $\beta_{oo}f_1 = (1/2)20 = 10 \, \text{MHz}$, so

$$A(jf) = \frac{-1}{[1 + jf/(332 \, \text{kHz})][1 + jf/(10 \, \text{MHz})]} \quad \text{V/V}$$

(d) With reference to Fig. 8.11, we write the following file.

![FIGURE 8.11](image)
PSpice circuit of Example 8.3.

**FIGURE 8.12**
Frequency and transient responses of the circuit of Fig. 8.11.
We now turn to the noninverting configuration of Fig. 8.13a, where the various stray input capacitances have been shown explicitly. We observe that the overall capacitance $C_n$ is still given by Eq. (8.16). However, the portion $C_1 = C_e/2 + C_{est}$ is now in parallel with $R_1$, so we have $A_{\text{ideal}} = 1 + Z_2/Z_1$, $Z_1 = R_1/(1+j2\pi f C_1)$, $Z_2 = R_2/(1+j2\pi f C_f)$. We can make $A_{\text{ideal}}$ frequency-independent by using

$$C_f = (R_1/R_2)(C_e/2 + C_{est}) \quad (8.19)$$

The effect of $C_f$ is shown in Fig. 8.13b. The actual gain is now $A(jf) \cong (1 + R_2/R_1)/(1+jf/f_s)$, $f_s = f_{po}/f_1/(1 + C_n/C_f)$.

**EXAMPLE 8.4.** Stabilize the circuit of Fig. 8.13a if the data are the same as in Example 8.3. Hence, find $A(jf)$.

**Solution.** We have $C_f = (30/30)(6 + 3) = 9 \text{ pF}$, $f_s = 10^7/(1 + 16/9) = 7.2 \text{ MHz}$, and

$$A(jf) \cong \frac{2}{1 + jf/(7.2 \text{ MHz})} \text{ V/V}$$

With careful component layout and wiring, $C_{est}$ can be minimized but not altogether eliminated. Consequently, it is always a good practice to include a small feedback capacitance $C_f$ in the range of a few picofarads to combat the effect of $C_n$ as given in Eq. (8.16).

**Capacitive-Load Isolation**

There are applications in which the external load is heavily capacitive. Sample-and-hold amplifiers and peak detectors are typical examples. When an op amp drives a coaxial cable, it is the distributed cable capacitance that makes the load capacitive. Capacitive loading is shown in Fig. 8.14a, which pertains to both the inverting and noninverting amplifier: for the former we lift node $A$ off ground and apply the input source there, and for the latter we lift $B$ and use it as the input node.

The capacitance $C_L$ forms a pole with the open-loop output resistance $r_o$. Ignoring loading by the feedback network, the loaded gain can be expressed as

$$A_{\text{loaded}} \equiv A \frac{1}{1 + jf/f_p}$$

where $f_p = 1/2\pi r_o C_L$. As shown in Fig. 8.14b, the effect of the pole is to increase the ROC and thus invite instability. Looked at from another viewpoint, $C_L$ will tend to resonate with the equivalent inductance $L_{eq}$ of the closed-loop output impedance $Z_o$ investigated in Section 6.3. Hence, intolerable peaking and ringing may ensue.

The popular cure depicted in Fig. 8.15 uses a small series resistance $R_s$ to decouple the amplifier output from $C_L$, and a small feedback capacitance $C_f$ to provide a high-frequency bypass around $C_L$ as well as to combat the effect of any stray input capacitance $C_n$. It is possible to specify the compensation network so that the phase lead introduced by $C_f$ exactly neutralizes the phase lag due to $C_L$.

The design equations for neutral compensation are

$$R_s = (R_1/R_2)r_o \quad C_f = (1 + R_1/R_2)^2(r_o/R_2)C_L \quad (8.20a)$$

and the closed-loop bandwidth is $f_B \cong 1/2\pi R_2 C_f$. In the case of voltage-follower

**FIGURE 8.8.13**

Stray input capacitance compensation for the noninverting configuration.

**FIGURE 8.14**

Capacitive loading.

**FIGURE 8.15**

Stabilizing a capacitively loaded op amp circuit.
operation, where \( R_1 = \infty \) and \( R_2 = 0 \), a convenient alternative is provided by the design equations:

\[
R_i = 30r_o, \quad C_{i_1} = \sqrt{C_i/18\pi r_o BP_i} \tag{8.20b}
\]

where \( f_s \) is the transition frequency of the op amp and \( \beta = 1 \text{ V/V} \) for the voltage follower. The closed-loop bandwidth is now \( f_B = \sqrt{\beta f_s/18\pi r_o C_i} \).

**Example 8.5.** (a) Assuming the op amp of Fig. 8.14a has GBP = 10 MHz and \( r_o = 100 \Omega \), specify component values for operation as an inverting amplifier with \( A_o = -2 \text{ V/V} \) and \( C_i = 5 \text{ nF} \). (b) Find \( A(jf) \).

Solution. (a) For \( A_o = -2 \text{ V/V} \), use \( R_1 = 10 \text{ k} \Omega \) and \( R_2 = 20 \text{ k} \Omega \), and insert the input source at node A. Then, Eq. (8.20a) yields \( R_i = 50 \text{ k} \Omega \) and \( C_{i_1} \equiv 56 \text{ pF} \). (b) We have \( f_s \equiv 1/2\pi R_i C_{i_1} \equiv 140 \text{ kHz} \). An additional breakpoint occurs at \( f_1 = \beta \times \text{GBP} = (1/3)\times 10^3 = 3.33 \text{ MHz} \). Consequently.

\[
A(jf) = \frac{-2}{[1 + jf/(140 \times 10^3)][1 + jf/(3.33 \times 10^6)]} \text{ V/V}
\]

We observe that since \( R_i \) is inside the feedback loop, its presence does not degrade dc accuracy appreciably. However, \( R_i \) should be kept suitably small to avoid excessive output-swing reduction and excessive slew-rate degradation. In a practical op amp the open-loop output impedance tends to behave inductively at high frequencies, so the above equations provide only initial estimates for \( R_i \) and \( C_{i_1} \). The optimum values must be found empirically once the circuit has been assembled in the lab.

An alternative way of stabilizing a capacitively loaded amplifier is via the input-lag method, to be discussed in Section 8.4. The need to drive capacitive loads arises frequently enough to warrant the design of special op amps with provisions for automatic capacitive-load compensation. The AD817 (Analog Devices) and LT1360 (Linear Technology) op amps are designed to drive limited capacitive loads. Special internal circuitry senses the amount of loading and adjusts the open-loop response to maintain an adequate phase margin regardless of the load. The process, completely transparent to the user, is most effective when the load is not fixed or is ill-defined, as in the case of unterminated coaxial cable loads.

### Other Sources of Instability

In circuits incorporating high-gain amplifiers such as op amps and voltage comparators, the specter of instability arises in a number of subtle ways unless proper circuit design and construction rules are followed.\(^7\) Two common causes of instability are poor grounding and inadequate power-supply filtering. Both problems stem from the distributed impedances of the supply and ground busses, which can provide spurious feedback paths around the high-gain device and compromise its stability.

In general, to minimize the ground-bus impedance, it is good practice to use a ground plane, especially in audio and wideband applications. To reduce grounding problems further, it is good practice to provide two separate ground busses: a signal-ground bus to provide a return path for critical circuits—such as signal sources, feedback networks, and precision voltage references—and a power-ground bus to provide a return path for less critical circuits, such as high-current loads and digital circuits. Every effort is made to keep both dc and ac currents on the signal-ground bus small in order to render this bus essentially equipotential. To avoid perturbing this equipotential condition, the two busses are joined only at one point of the circuit.

Sporadic feedback paths can also form through the power-supply busses. Because of nonzero bus impedances, any change in supply current will induce a corresponding voltage change across the op amp supply pins. Due to finite PSRR, this change will in turn be felt at the input, thus providing an indirect feedback path. To break this path, each supply voltage must be bypassed with a 0.01-μF to 0.1-μF decoupling capacitor, in the manner already depicted in Fig. 1.36. The best results are obtained with low ESR and ESR ceramic chip capacitors, preferably surface-mounted. For this cure to be effective, the lead lengths must be kept short and the capacitors must be mounted as close as possible to the op amp pins. Likewise, the elements of the feedback network must be mounted close to the inverting-input pin in order to minimize the stray capacitance \( C_{in} \) in Eq. (8.16). Manufacturers often provide evaluation boards to guide the user in the proper construction of the circuit.

### 8.3 Internal Frequency Compensation

If we were to remove the 30-pF capacitor from the 741 op amp, we would end up with an uncompensated device. Such a device has indeed been marketed as the 748 op amp for those users who prefer custom compensation. Another highly popular uncompensated contemporary is the 301 op amp.

With the low-frequency dominant pole removed, an uncompensated op amp exhibits much higher bandwidth, but also much greater phase shift due to various high-frequency poles and zeros. Such a device is unstable in most applications, so efforts must be made to stabilize it. The overall response of an uncompensated op amp is the result of its individual internal-stage responses, and can be rather complex. For illustration purposes, however, the following three-pole approximation is generally satisfactory.

\[
a(jf) = \frac{\alpha_0}{(1 + jf/f_1)(1 + jf/f_2)(1 + jf/f_3)} \tag{8.21}
\]

The magnitude plot of Fig. 8.16 (top) shows also important phase values, which have been associated with slope using Eq. (8.7). Note that GBP is constant only for \( f_1 < f < f_2 \).

Suppose we apply frequency-independent feedback around such an op amp. With this type of feedback the \( 1/\beta \) curve is flat, so we can visualize the \( |T| \) curve as the \( |t| \) curve, but with the \( |1/\beta| \) line as the new 0-dB axis. As long as \( 1/\beta \geq |a(jf_{-180})| \), the rate of closure is \( \text{ROC} \leq 30 \text{ dB/dec} \), indicating a phase margin \( \phi_m \geq 45^\circ \). For \( |a(jf_{-180})| \geq 1/\beta \geq |a(jf_{-135})| \) we have 30 dB/dec \( \leq \text{ROC} \leq 40 \text{ dB/dec} \), or
EXAMPLE 8.6. The μA702, the first monolithic op amp, had $a_0 = 3600 \text{ V/N}$, $f_1 = 1 \text{ MHz}$, $f_2 = 4 \text{ MHz}$, and $f_3 = 40 \text{ MHz}$. Find (a) $|a(jf_{150})|$, and (b) $|a(jf_{180})|$.

Solution.
(a) Start out with the estimate $f_{150} = 4 \text{ MHz}$. Then, use the trial-and-error technique of Example 8.110 to find $f_{150} = 4.78 \text{ MHz}$, and $|a(jf_{150})| = 470 \text{ V/V}$. An uncompensated 702 circuit is stable with $\phi_m = 45^\circ$ only for $|1/\beta| \geq 470 \text{ V/V}$.

(b) Similarly, $|a(jf_{180})| = |a(j14.3 \text{ MHz})| = 63.7 \text{ V/V}$, indicating that for $|1/\beta| \leq 63.7 \text{ V/V}$ the circuit oscillates.

Figure 8.17 shows a three-pole op amp model that we shall use as the basis of our discussion as well as PSpice simulations.

**FIGURE 8.17**
Three-pole op amp model, consisting of two transconductance stages and a voltage buffer.

**Dominant-Pole Compensation**

The objective of this method is the deliberate creation of a pole at a sufficiently low frequency $f_P$ to ensure a rolloff rate of $-20 \text{ dB/dec}$ all the way up to the crossover frequency $f_C$. Figure 8.18 provides a graphical means for finding $f_P$. First, we draw the $(1/\beta)$ curve corresponding to the required closed-loop gain. Next, we locate point $X$ corresponding to the desired $f_x$. For $\phi_m = 45^\circ$, let $f_x = f_1$. From $X$ we draw a line with a slope of $-20 \text{ dB/dec}$ until it intercepts the dc gain asymptote at point $D$.

**FIGURE 8.18**
Dominant-pole compensation.
The abscissa of $D$ is $f_d$. By the constancy of the GBP we have $a_0 f_d = (1/\beta) f_d$, or

$$f_d = \frac{f_d}{a_0} \quad \text{(8.22)}$$

It is apparent that dominant-pole compensation causes a drastic gain reduction above $f_d$. But, this is the price we are paying for stability!

**Example 8.7.** Find $f_d$ to make the $\mu$A702 op amp of Example 8.6 unconditionally stable with $\phi_m = 45^\circ$.

**Solution.** After creating the new pole frequency we have

$$a_{\text{new}}(j\omega) = \frac{1}{1 + j\omega f_d}$$

with $a(j\omega)$ as in Eq. (8.21). For $\phi_m = 45^\circ$, we need $\phi_{a_{\text{new}}(j\omega)} = -135^\circ$. But, $\phi_{a(j\omega)} = -\tan^{-1}(f_d/a_0) + \phi_{a(j\omega)}$, or $-135^\circ \approx -90^\circ + \phi_{a(j\omega)}$, indicating that we need $\phi_{a(j\omega)} = -45^\circ$. By trial and error we find that $\phi_{a(j\omega)} = -45^\circ$ at $f = 683 \text{ kHz}$, where $|a| = 2930 \text{ V/V}$ Imposing $1 = 2930/\sqrt{1 + (683 \times 10^3/f_d)^2}$ gives $f_d = 233 \text{ Hz}$.

**Shunt-Capacitance Compensation**

The above discussion assumes that a fourth pole is added to the open-loop response, and that the existing poles are unaffected by this procedure. For the purpose of maximizing bandwidth, it is more efficient to rearrange the existing poles rather than create a new one. Specifically, if we decrease $f_1$ until $f_2$ coincides with $f_3$, as in Fig. 8.19b, then the open-loop bandwidth will be improved by the factor $f_2/f_1$ compared to Fig. 8.18. A pole frequency is decreased by adding capacitance to the internal node causing it. Referring to Fig. 8.17, we observe that the equivalent resistance and capacitance of node $V_1$ form a low-pass function with the pole frequency $f_1 = 1/2\pi R_1 C_1$. If we deliberately add an external capacitance $C_e$, as shown for the first-stage model of Fig. 8.19a, then $f_1$ is changed to $f_1(\text{new}) = 1/2\pi R_1 (C_1 + C_e)$.

**Miller Compensation**

Given the low-frequency nature of the dominant pole, the value of the shunt capacitance $C_e$ tends to be too large for monolithic fabrication. As mentioned in Chapters 5 and 6, this drawback is overcome by placing $C_e$ in the feedback path of one of the internal stages to take advantage of the multiplicative action of the Miller effect for capacitance. Luckily, another unexpected benefit accrues from this connection, namely, *pole splitting*.

In Fig. 8.20a, $C_e$ has been placed in the feedback path of the second stage, which, for the 741 op amp, is the Darlington stage depicted in Fig. 5.1. In the absence of $C_e$, rewriting Eq. (8.22) as $f_{1(\text{new})} = f_2/\beta a_0$ gives, for $f_{1(\text{new})} \ll f_1$,

$$C_e \approx \frac{\beta a_0}{2\pi f_1 R_1 f_2} \quad \text{(8.23)}$$

If the 741 op amp of Fig. 5.1 were not already compensated, a proper place to connect the shunt capacitance would be between the base of $Q_2$ and the negative-supply rail. Note that adding shunt capacitance to a node usually affects also the other pole frequencies, a feature not explicitly conveyed by the simplified model of Fig. 8.17. Consequently, it may be necessary to calculate or measure the new value of $f_2$ and perform a few iterations to find the correct value of $C_e$.

**Example 8.8.** In the op amp model of Fig. 8.17 let $R_f = 1 \text{ M\Omega}$, $g_1 = 2 \text{ mA/V}$, $R_1 = 100 \text{ k}\Omega$, $g_2 = 10 \text{ mA/V}$, $R_2 = 50 \text{ k}\Omega$, and $r_0 = 100 \Omega$. (a) If the open-loop response has three pole frequencies at $f_1 = 100 \text{ kHz}$, $f_2 = 1 \text{ MHz}$, and $f_3 = 10 \text{ MHz}$, find the dominant pole $f_1$ and shunt capacitance $C_e$ needed for operation as a voltage follower with $\phi_m = 45^\circ$. (b) Repeat, but for operation as a unity-gain inverting amplifier.

**Solution.**

(a) By inspection, $a_0 = g_1 R_f (g_2 R_2) = 10^3 \text{ V/V}$, and $C_1 = 1/2\pi R_1 f_1 = 15.9 \text{ nF}$. For $\beta = 1 \text{ V/V}$ we get $f_{1(\text{new})} = f_2/\beta a_0 = 10 \text{ Hz}$ and $C_e = 159 \text{ nF}$.

(b) Now $\beta = 0.5 \text{ V/V}$, so $f_{1(\text{new})} = 20 \text{ Hz}$ and $C_e = 79.6 \text{ nF}$.
the circuit provides the pole frequency \( f_1 = \frac{1}{2\pi} R_1 C_1 \) at the input, and the pole frequency \( f_2 = \frac{1}{2\pi} R_2 C_2 \) at the output. With \( C_c \) present, a detailed ac analysis\(^{12}\) (see Problem 8.30) yields

\[
\frac{V_2}{V_d} = \frac{g_1 R_1}{2} \frac{1 - jfs/f_1}{(1 + jfs/f_1)(1 + jfs/f_2)}
\]  

(8.24)

where \( f_c = \frac{1}{2\pi} R_2 C_c \), and

\[
f_1(\text{new}) = \frac{1}{2\pi} R_1 R_2 C_c \quad f_2(\text{new}) = \frac{g_2 C_c}{2\pi (C_1 C_2 + C_1 C + C_1 C_2)}
\]  

(8.25)

Equation (8.24) reveals the presence of a positive real zero at \( s = \frac{1}{fs} \), thus providing an example of a circuit that is not a minimum-phase system. This zero stems from direct signal transmission through \( C_c \) to the output, and its effect is to reduce \( \Phi_\infty \). However, in bipolar op amps \( f_c \) is usually high enough to warrant approximating \( 1 - jfs/f_c \approx 1 \) over the useful frequency range.

Equation (8.25) indicates that increasing \( C_c \) lowers \( f_1(\text{new}) \) and raises \( f_2(\text{new}) \), causing the poles to split apart. Pole splitting, depicted in Fig. 8.20b, is highly beneficial since the shift in \( f_c \) allows the amount of shift required of \( f_1 \) to allow a wider bandwidth. We also note that the dominant-pole frequency is due to the familiar Miller-multiplied capacitance \( g_2 R_2 C_c \), which combines with the input node resistance \( R_1 \) to form \( f_1(\text{new}) \).

**EXAMPLE 8.8.** Repeat (a) and (b) of Example 8.8, but using a feedback capacitance \( C_c \). (c) Use PSpice to compare the two compensations for the voltage-follower case.

**Solution.**

(a) \( C_1 = 15.9 \) pF, \( C_2 = 1/2\pi R_2 f_2 = 3.18 \) pF. To find \( f_1(\text{new}) \) we need to know \( f_2(\text{new}) \). Assume \( C_c \gg C_2 \), so we can estimate \( f_2(\text{new}) \approx g_2/2\pi (C_1 + C_2) \approx 83 \) MHz. Since this is much higher than \( f_2 \), which is 10 MHz, we impose \( f_2 = f_1 = 10 \) MHz for \( \Phi_\infty \approx 45^\circ \). Then, \( f_1(\text{new}) = f_1/(1 + jfs) = 100 \) Hz, which gives \( C_c = 1/2\pi R_2 f_1/(1 + jfs) = 31.8 \) pF. By Eq. (8.25), \( f_2(\text{new}) \approx 77 \) MHz; moreover, \( f_c = g_2 C_2 = 50 \) MHz, confirming that both \( f_c \) and \( f_2(\text{new}) \) are well above \( f_1 \). It can be shown (see Problem 8.31) that the actual values of \( f_2\) and \( \Phi_\infty \) are 7.9 MHz and 36.7°.

(b) Now \( \beta = 0.5 \) \( \text{V/V} \), so \( f_1(\text{new}) = 200 \) Hz, \( C_c = 15.9 \) pF, and \( f_2(\text{new}) \approx 71 \) MHz.

(c) Referring to Fig. 8.17, we write the following circuit file for the uncompensated device.

Dominated-pole compensation:

```
a0 0 0 0 0 1
ro 0 3 100
vi 1 0 ac 1 pulse (0 1V 0 10ns 10ns 2us 4us)
Rf 2 3 1k
.term out 10 8m 100kH
.probe \( y = \text{V}(3)/\text{V}(1,3) \), \( y(0) = \text{V}(3) \)
.end
```

To compensate with a shunt capacitance \( C_c \), we add the statement

cc 4 6 15.9 pf

whereas to compensate with a feedback capacitance \( C_c \), we add

cc 4 5 31.4 pf

The results of the simulation are shown in Fig. 8.21.

**FIGURE 8.21**

Frequency and transient responses for Example 8.9.
Unconditionally stable op amps are compensated for $\beta = 1 \, V/N$. Since this requires the lowest dominant-pole value and, hence, the largest $C_e$, these op amps are of necessity compensated conservatively. When used with $\beta < 1 \, V/N$, they tend to be wasteful in terms of bandwidth and slew rate since a smaller value of $C_e$ would suffice. Custom compensation may then prove a better alternative.

### Pole-Zero Compensation

An alternative dominant-pole compensation technique is pole-zero cancellation. This technique, shown for the first-stage model of Fig. 8.22a, uses a capacitance $C_e > C_1$ to significantly lower the first-pole frequency $f_1$, and a resistance $R_e \ll R_1$ to create a zero frequency that is used to cancel the second-pole frequency $f_2$. The compensated response is then dominated by the lowered first-pole frequency up to $f_1$, which, for $\phi_m = 45^\circ$, becomes the new crossover frequency. To see how this comes about, note that the transfer function is now $V_I/V_d = \frac{-g_1(R)}{(1/f_1^{(\text{new})})(1 + jf_1/f_2)}$. After expanding (see Problem 8.33), we get, for $C_e > C_1$ and $R_e \ll R_1$,

$$f_1^{(\text{new})} \approx \frac{1}{2\pi R_1 C_e} \quad f_2 = \frac{1}{2\pi R_e C_e} \quad f_4 \approx \frac{1}{2\pi R_1 C_1}$$

In the absence of $R_e$ and $C_e$ we have $V_I/V_d = 1/(1 + jf_1/f_1)$, $f_1 = 1/2\pi R_1 C_1$. Inserting $R_e$ and $C_e$ lowers the first-pole frequency to $f_1^{(\text{new})} < f_1$, creates a zero frequency at $f_2 > f_1^{(\text{new})}$, and creates an additional pole frequency at $f_4 > f_2$. If we specify the compensation network so that $f_2 = f_2$, then we have a zero-pole cancellation and Eq. (8.21) becomes

$$a_{\text{new}}(ff) = \frac{a_0}{(1 + jf_1^{(\text{new})})(1 + jf_2)(1 + jf_4)}$$

For $\phi_m = 45^\circ$ we let $f_2 = f_3$. Then, rewriting Eq. (8.22) as $f_1^{(\text{new})} = f_3/\beta a_0$, and noting that $f_1^{(\text{new})} < f_1 < f_2$, we get

$$C_e \approx \frac{\beta a_0}{2\pi R_1 f_3}$$

Moreover, imposing $f_2 = f_2$ yields

$$R_e = \frac{1}{2\pi C_e f_2}$$

Comparing Eq. (8.28a) with Eq. (8.23) reveals a bandwidth improvement by the factor $131_h$ with respect to the shunt-capacitance method.

### Feedforward Compensation

In a multistage amplifier the overall phase shift at $f_x$ is the result of its individual-stage phase contributions. Usually there is one stage that acts as a bandwidth bottleneck by contributing a substantial amount of phase shift. Feedforward compensation creates a high-frequency bypass around this bottleneck stage to suppress its phase contribution in the vicinity of $f_x$ and thus increase the phase margin.

The principle is illustrated in Fig. 8.23a, where the overall gain $a$ of the uncompensated amplifier is expressed as the product of the gain $a_1$ of the bottleneck stage and the gain $a_2$ of the remaining stages lumped together. The bypass around $C_2$ and $R_2$ together with $V_x$ to $V_d$ effectively creates a high-frequency bypass around the bottle neck stage.
the bottleneck stage is a high-pass function of the type
\[
h(jf) = \frac{jf/f_0}{1 + jf/f_0}
\]
so that
\[
a_{\text{new}}(jf) = |a(jf) + h(jf)| = a(jf)
\]
At low frequencies, where \(|h| \ll |a|\), we have \(a_{\text{new}} \approx a_1 a_2 = a\), indicating that the high-gain advantages of the uncompensated response still hold there. However, at high frequencies, where \(|a| \ll |h|\), we now have \(a_{\text{new}} \approx a_2\), indicating a wider bandwidth as well as a lower phase shift because the dynamics are now controlled by \(a_2\) alone.

Problems may arise\(^1\) in the frequency region where \(a_{\text{new}}\) makes its transition from \(a_1 a_2\) to \(a_2\). If \(\angle a_{\text{new}}\) approaches \(-180^\circ\) before the transition, excessive ringing may develop. Furthermore, a phase shift of \(-180^\circ\) at the transition causes signal cancellation at the summing node, thus creating a notch in the compensated response.

Feedforward compensation is implemented with a capacitive bypass around the bottleneck stage. This is shown in Fig. 8.22b for the case of the 301 op amp.\(^1\) In this device the bandwidth bottleneck is the input stage because of the presence of lateral pnp transistors, whose frequency characteristics are notoriously poor. Connecting \(C_c\) between the inverting input (pin 2) and the input to the second stage (pin 1) bypasses the input stage by creating a high-pass function with \(f_0 = 1/2\pi R_{eq} C_c\), where \(R_{eq}\) is the equivalent resistance seen by \(C_c\).

Since only signals at the inverting input are transmitted to the second stage, feedforward compensation provides a much lower bandwidth for signals applied to the noninverting input. Consequently, this compensation is worthwhile only in inverting applications. Note also the presence of the feedback capacitance \(C_f\) to combat the effect of stray capacitance at the inverting input.

### 8.4 EXTERNAL FREQUENCY COMPENSATION

In this section we examine compensation techniques that stabilize a circuit by modifying its feedback factor \(\beta(jf)\).

#### Reducing the Loop Gain

This method\(^1\) shifts the \(1/\beta\) curve upward until it intersects the \(|a|\) curve at \(f = f_{-135}\), where \(\phi_m = 45^\circ\) (or further up for \(\phi_m > 45^\circ\)). This shift is obtained by connecting a resistance \(R_c\) across the inputs, as in Fig. 8.24a. The circuit shown can be either an inverting or a noninverting amplifier, depending on whether we insert the input source at node \(A\) or \(B\).

Assuming \(r_d = \infty\) and \(r_o = 0\) for simplicity, it is readily seen that
\[
\frac{1}{\beta} = 1 + \frac{R_2}{R_1 + R_c}
\]
By choosing \(R_c\) suitably small, we can move the \(1/\beta\) curve up until \(1/\beta = |a(jf_0)|\).

\[
R_c = \frac{R_2}{|a(jf_0)| - (1 + R_2/R_1)}
\]  \(8.29\)

\(\text{FIGURE 8.24}\)

Frequency compensation via loop-gain reduction.

where \(\phi_m = 45^\circ\). This is shown in Fig. 8.24b. Solving for \(R_c\) yields
\[
R_c = \frac{R_2}{|a(jf_0)| - (1 + R_2/R_1)}
\]  \(8.30\)

If \(\phi_m \neq 45^\circ\) is desired, then replace \(f_0\) with \(f_{\text{new}}\), where \(\phi_m\) is the desired phase margin, and \(f_{\text{new}}\) is the frequency at which \(\angle a = \phi_m - 180^\circ\).

It should be pointed out that the presence of \(R_c\) does not affect \(A_{\text{ideal}}\) in the relation \(A = A_{\text{ideal}}/(1 + 1/T)\); \(R_c\) only reduces \(T\), resulting in a larger gain error. Moreover, the much increased dc noise gain may result in an intolerable dc output error \(E_o\). Again, these are the prices we are paying for stability!

**EXAMPLE 8.31.** An op amp with \(a_0 = 10^5\) V/V, \(f_1 = 10\) kHz, \(f_2 = 3\) MHz, and \(f_3 = 30\) MHz is to be used as an inverting amplifier with \(R_1 = 10\) k\(\Omega\) and \(R_2 = 100\) k\(\Omega\).

Find \(a)\ R_c\ for \(\phi_m = 45^\circ\), \(b)\) the dc gain error, \(c)\) the dc output error \(E_o\) if the total input dc error is \(E_i = 1\) mV, and \(d)\) the closed-loop -3-dB frequency.

**Solution.**

\(a)\) We calculate \(|a(jf_0)| = 234.5\ V/V. Then, Eq. (8.30) gives \(R_c = 447.4\) k\(\Omega\) (use 430 k\(\Omega\)).

\(b)\) Letting \(R_c = 430\) k\(\Omega\) in Eq. (8.29) gives \(1/\beta \equiv 244\) V/V. Then, \(a_0/\beta = 10^5/244 \equiv 410\), indicating a dc gain error \(e_o \equiv -100/a_0 \beta = -0.24\%\).

\(c)\) \(E_o = (1/\beta)E_i = 244 \times 1 = 244\) mV, quite an error!

\(d)\) \(f_{-135} = f_2 = 3\) MHz.

#### Input-Lag Compensation

The high dc noise-gain drawback of the previous method is overcome\(^1\) by placing a capacitance \(C_c\) in series with \(R_c\), as in Fig. 8.25a. At high frequencies, where \(C_c\) acts as a short compared to \(R_c\), the \(1/\beta\) curve is unchanged compared to...
Section 8.4 External Frequency Compensation

**External Frequency Compensation**
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**Exhibit 8.26**

\[ R_1 = 10 \Omega, \quad R_2 = 430 \Omega, \quad R_3 = 10 \Omega, \quad R_4 = 430 \Omega, \quad C_1 = 1.2 \text{ nF}, \quad C_2 = 1.2 \text{ nF} \]

**FIGURE 8.26**

PSpice circuit of Example 8.12.

**Exhibit 8.27**

Frequency plots for the circuit of Fig. 8.26.

(f) With reference to Fig. 8.26, we write the following file.

**Input-lag compensation:**

```
VR 1 0 ac 1V
*Main circuit:
RI 1 3 10k
R2 2 3 10k
Rc 3 4 4.3k
Cc 4 0 1.2nF
*ac dec 10 kHz 10 MHz
.probe ra = v(1)/v(0.2), 1/beta = v(1)/v(22), x = v(3)/v(1)
.end
```

The results of the simulation are shown in Fig. 8.27.

---

**Figures:**

- **Figure 8.23**
  - (a) Input-lag compensation.
  - (b) Stability

- **Figure 8.16**
  - PSpice circuit of Example 8.12.

- **Figure 8.26**
  - PSpice circuit of Example 8.12.

- **Figure 8.27**
  - Frequency plots for the circuit of Fig. 8.26.
Compared with internal compensation, the input-lag method allows for higher slew rates as the op amp is spared from having to charge or discharge any internal compensating capacitance. The capacitance is now connected between the inputs, so the voltage changes it experiences tend to be very small. However, the settling-time improvement stemming from a higher slew rate is counterbalanced by a long settling tail due to the presence of a pole-zero doublet at $f_2$ and $f_p$.

A notorious disadvantage of this method is increased high-frequency noise, since the noise-gain curve is raised significantly in the vicinity of the crossover frequency $f_c$. Another disadvantage is a much lower closed-loop differential input impedance $Z_d$, since $Z_d$ is now in parallel with $Z_c = R_c + 1/2\pi f C_c$, and $Z_c$ is much smaller than $Z_d$. Though this is inconsequential in inverting configurations, it may cause intolerable high-frequency input loading and feedthrough in noninverting configurations.

Input-lag compensation is nevertheless popular. It is also used in conjunction with constant-GBP op amps as an alternative to the capacitive-load isolation technique discussed in Section 8.2. We still apply Eqs. (8.30) and (8.31), but with $f_2$ replaced by $f_p = 1/2\pi r_c C_c$. An additional application of the input-lag method is the stabilization decompensated op amps, discussed at the end of this section.

Feedback-Lead Compensation

This technique uses a feedback capacitance $C_f$ to create phase lead in the feedback path. This lead is designed to occur in the vicinity of the crossover frequency $f_c$, where $\phi_m$ needs to be boosted. Alternatively, we can view this method as a reshaping of the $|1/\beta|$ curve near $f_c$ to reduce the rate of closure ROC. Referring to Fig. 8.28a and assuming $r_d = \infty$ and $r_o = 0$, we have $1/\beta = 1 + Z_f/R_1$.

\[
Z_f = R_1 \parallel (1/2\pi f C_f).
\]

Expanding, we can write

\[
\frac{1}{\beta(jf)} = \frac{1 + jf/f_c}{1 + jf/f_p}
\]

(8.32)

where $f_c = 1/2\pi R_2 C_f$ and $f_p = (1 + R_2/R_1)f_p$. As depicted in Fig. 8.28b, $|1/\beta|$ has the low- and high-frequency asymptotes $|1/\beta| = 1 + R_2/R_1$ and $|1/\beta| = 0$ dB, and two breakpoints at $f_p$ and $f_c$.

The phase lag provided by $1/\beta(jf)$ is maximum at the geometric mean of $f_p$ and $f_c$, so the optimum value of $C_f$ is the one that makes this mean coincide with the crossover frequency, or $f_c = \sqrt{f_p f_c} = f_p (1 + R_2/R_1)$. Under such a condition we have $\phi_0(f_c) = \phi_0 + R_2/R_1$, which can be used to find $f_c$ via trial and error. Once $f_c$ is known, we find $C_f = 1/2\pi R_2 f_c$, or

\[
C_f = \frac{1 + R_2/R_1}{2\pi R_2 f_c}
\]

(8.33)

The closed-loop bandwidth is $1/2\pi R_2 C_f$. Moreover, $C_f$ helps combat the effect of the inverting-input stray capacitance $C_a$.

One can readily verify that at the geometric mean of $f_p$ and $f_c$ we have $\phi_0(1/\beta) = 90° - 2 \tan^{-1}\sqrt{1 + R_2/R_1}$, so the larger the value of $1 + R_2/R_1$, the greater the contribution of $1/\beta$ to $\phi_m$. For example, with $1 + R_2/R_1 = 10$ we get $\phi_0(1/\beta) = 90° - 2 \tan^{-1}\sqrt{1 + R_2/R_1} = -55°$, which yields $2\pi = 4\alpha = -(-55°) = 4\alpha + 55°$. We observe that for this compensation scheme to work with a given $\phi_m$, the open-loop gain must satisfy $4\alpha(f_c) \geq \phi_m - 90° - 2 \tan^{-1}\sqrt{1 + R_2/R_1}$.

**EXAMPLE 8.13.**

(a) Using an op amp with $A_0 = 10^5$ V/V, $f_1 = 1$ kHz, $f_2 = 100$ kHz, and $f_3 = 5$ MHz, design a noninverting amplifier with $A_0 = 20$ V/V. Hence, verify that the circuit needs compensation. (b) Stabilize it with the feedback-lead method, and find $\phi_m$. (c) Find the closed-loop bandwidth.

**Solution.**

(a) For $A_0 = 20$ V/V use $R_1 = 1.05$ kΩ and $R_2 = 20.0$ kΩ. Then $\beta_0 = 1/20$ V/V, and $A_0\beta_0 = 10^5/20 = 5000$. Thus, without compensation we have

\[
T(jf) = [1 + jf/100][1 + jf/100][1 + jf/(5 \times 10^3)]
\]

Using trial and error as in Example 8.1, we find that $|T| = 1$ for $f = 700$ kHz, and that $\angle T(j700)$ kHz $= -179.8°$. So, $\phi_m = 0.2°$, indicating a circuit to bad need of compensation.

(b) Using again trial and error we find that $|\alpha| = \sqrt{20} V/V$ for $f = 1.46$ MHz, and $\angle \alpha(j1.46 MHz) = -192.3°$. Letting $f_1 = 1.46$ MHz in Eq. (8.33) yields $C_f = 24.3$ pF. Moreover, $\phi_m = 180° + \delta_a - (90° - 2 \tan^{-1}\sqrt{20}) = 180° + (-192.3°) - (90° - 2 \times 77.4°) = 52.5°$.

(c) $f_m = 1/2\pi R_2 C_f = 327$ kHz.

We observe that feedback-lead compensation does not enjoy the slew-rate advantages of input-lag compensation; however, it provides better filtering capabilities...
for internally generated noise. These are some of the factors the user needs to consider when deciding which method is best for a given application.

**Decompensated Op Amps**

These op amps are compensated for unconditional stability only when used with $1/\beta$ above a specified value, such as $1/\beta \geq (1/\beta)_{\text{min}} = 5 \text{ V/V}$, or $\beta \leq \beta_{\text{max}} = 0.2 \text{ V/V}$. Consequently, they provide a constant GBP only for $|\alpha| \geq (1/\beta)_{\text{min}}$. Being less conservatively compensated, decompensated op amps offer higher GBPs and SRs. For instance, the fully compensated LF356 op amp uses $C_e = 10 \text{ pF}$ to provide GBP = $5 \text{ MHz}$ and SR = $12 \text{ V/}\mu\text{s}$ for any $|\alpha| \geq 1 \text{ V/V}$. The LF357, its decompensated version, uses $C_e = 3 \text{ pF}$ to provide GBP = $20 \text{ MHz}$ and SR = $50 \text{ V/}\mu\text{s}$, but only for $|\alpha| \geq 5 \text{ V/V}$.

We observe that the constraint $1/\beta \geq (1/\beta)_{\text{min}}$ need be satisfied only in the vicinity of the crossover frequency; elsewhere we can shape the $1/\beta$ curve as we please. For instance, we can use input-lag compensation to operate a decompensated op amp at values of $1/\beta$ below $(1/\beta)_{\text{min}}$ while retaining the high-speed advantages of decompensation. To this end, we still use Eqs. (8.30) and (8.31), but with $|\alpha(jf)|$ replaced by $(1/\beta)_{\text{min}}$, $f_I$ replaced by $\beta_{\text{max}} \times \text{GBP}$, and $R_2$ replaced by $R_f$.

**Example 8.14**. Figure 8.29 shows a common way of configuring a decompensated op amp as a unity-gain voltage follower. It is apparent that at low frequencies, where $C_e$ acts as an open circuit, we have $A_o = 1 \text{ V/V}$. (a) Given that the 357 op amp is compensated for $(1/\beta)_{\text{min}} = 5 \text{ V/V}$, specify suitable components to stabilize the circuit. (b) Find $A(jf)$.

**Solution.**

(a) By Eq. (8.30), $R_c = R_f(5-1-R_f/\infty) = R_f/4$. Let $R_c = 3 \text{ k}\Omega$ and $R_f = 12 \text{ k}\Omega$. Also, $f_c = \beta_{\text{max}} \times \text{GBP} = (1/5) \times 20 = 4 \text{ MHz}$, so $C_e = 5/(\pi \times 3 \times 10^3 \times 4 \times 10^9) \approx 133 \text{ pF}$ (use 130 pF).

(b) $A(jf) \approx 1/(1+jf/(4 \text{ MHz})) \text{ V/V}$.

**Figure 8.29**

*Configuring a decompensated op amp as a unity-gain voltage follower.*

---

**8.5 Stability in CFA Circuits**

The open-loop response $z(jf)$ of a current-feedback amplifier (CFA) is dominated by a single pole only over a designated frequency band. Beyond this band, higher-order roots come into play, which increase the overall phase shift. When frequency-independent feedback is applied around a CFA, the latter will offer unconditional stability with a specified phase margin $\phi_{\text{om}}$ only as long as $1/\beta \geq (1/\beta)_{\text{min}}$ = $|\epsilon/\phi_{\text{om}}-180^\circ|$, where $\phi_{\text{om}}$ is the frequency at which $\angle z = \phi_{\text{om}} - 180^\circ$. Lowering the $1/\beta$ curve below $(1/\beta)_{\text{min}}$ would increase the phase shift, thus eroding $\phi_{\text{om}}$ and inviting instability. This behavior is similar to that of decompensated op amps. The value of $(1/\beta)_{\text{min}}$ can be found from the data-sheet plots of $|z(jf)|$ and $\angle z(jf)$.

As with voltage-feedback amplifiers (VFAs), instability in CFA circuits may also stem from feedback phase lag due to external reactive elements.

**Effect of Feedback Capacitance**

To investigate the effect of feedback capacitance, refer to Fig. 8.30a. At low frequencies, $C_f$ acts as an open circuit, so we can apply Eq. (6.58) and write $1/\beta_0 = R_2 + R_1(1 + R_2/R_1)$. At high frequencies, $R_2$ is shorted out by $C_f$, so $1/\beta_{\text{oo}} = 1/\beta_0(1+R_1/R_2)$. Since $1/\beta_{\text{oo}} \ll 1/\beta_0$, the crossover frequency $f_c$ is pushed into the region of greater phase shift, as shown in Fig. 8.30b. If this shift reaches $-180^\circ$, the circuit will oscillate.

We thus conclude that direct capacitive feedback must be avoided in CFA circuits. In particular, the familiar inverting or Miller integrator is not amenable to CFA implementation, unless suitable measures are taken to stabilize it (see Problem 8.44). However, the noninverting or Deboo integrator is acceptable because $\beta$ in the vicinity of $f_c$ is still controlled by the resistance in the negative-feedback path. Likewise, we can readily use CFAs in those filter configurations that do not employ any direct capacitance between the output and the inverting input, such as $KRC$ filters.

**Diagram**

*Figure 8.30*  
A large feedback capacitance $C_f$ tends to destabilize a CFA circuit.
Stray Input Capacitance Compensation

In Fig. 8.31a, $C_n$ appears in parallel with $R_1$. Replacing $R_1$ with $R_1 \| (1/2 \pi f C_n)$ in Eq. (6.58) yields, after minor algebra,

$$\frac{1}{\beta} = \frac{1}{R_0} \left( 1 + j \omega f_2 \right)$$

$$\frac{1}{R_0} = R_2 + r_n \left( 1 + \frac{R_2}{R_1} \right)$$

As shown in Fig. 8.31b, the $1/\beta$ curve starts to rise at $f_2$, and if $C_n$ is sufficiently large to make $f_2 < f_x$, the circuit will become unstable.

**FIGURE 8.31**
Input stray capacitance compensation in CFA circuits.

Like a VFA, a CFA is stabilized by counteracting the effect of $C_n$ with a small feedback capacitance $C_f$. Together with $R_2$, $C_f$ creates a pole frequency for $1/\beta$ at $f_p = 1/2 \pi R_2 C_f$. For $\phi_m = 45^\circ$, impose $f_p = f_x$. We observe that $f_x$ is the geometric mean of $f_2$ and $\beta_0 z_f R_2$. Letting $1/2 \pi R_2 C_f = \sqrt{\beta_0 z_f R_2}$ and solving, we get

$$C_f = \frac{\sqrt{r_n C_n}}{2 \pi R_2 z_f R_2}$$

A typical application is when a CFA is used in conjunction with a current-output DAC to perform fast I-V conversion, and the stray capacitance is the combined result of the DAC output capacitance and the CFA input capacitance.

**EXAMPLE 8.15.** A current-output DAC is fed to a CFA having $z_0 = 750 \Omega$, $f_0 = 200$ kHz, and $r_n = 50 \Omega$. Assuming $R_1 = 1.5 \Omega$ and $C_n = 100 \mu \text{F}$, find $C_f$ for $\phi_m = 45^\circ$.

**Solution.**

$$C_f = \frac{\sqrt{50 \times 100 \times 10^{-12}/(2 \pi \times 1.5 \times 10^3 \times 1.5 \times 10^3)}} = 1.88 \mu \text{F}$$

This value can be increased for a greater phase margin, but this will also reduce the bandwidth of the I-V converter.

Referring to Fig. 8.32 and using the CFA subcircuit of Example 6.17, we write the following circuit file.

**FIGURE 8.32**
PSpice circuit of Example 8.15.

I-V converter using a CFA:

```
.SUBckt CFA Vp VP VO
  R1 1 0 1
  R2 1 2 50
  VP 2 VM dc 0
  CPA 0 3 VO
  Req 3 0 750k
  Ctrp 3 0 1.151pg
  sim_out_yo 0 0 0 1
.ends CPA

.Main circuit:
  L1 1 0 no unload 1m (0 0.1ns 0.1ms 50ns 100ns)
  VP 2 1 dc 0
  CP 2 0 100pF
  R2 2 3 511k
  CP 2 3 1.184pF
  CP 1 0 0 2 CPA
  *Circuit to plot 1/beta:
  bplot 4 0 VO 1k
  bstep 4 5 15k
  bstep 4 5 1.5k
  bstep 4 5 1.88pF
  Ctrp 5 0 100pF
  rstep 5 0 50
  *Circuit to plot x:
  XZ 4 6 CPA
  Rn 6 0 100
  RL 7 0 1meg
  .ac dec 100 1meg 10Hz
  .tran 1ms 1us
  .probe IO = V(3)/I(Va), X = V(7)/I(R2), 1/beta = V(4)/I(Va), VO = V(3)
.ends
```

The results of the simulation are shown in Fig. 8.33.
8.6 COMPPOSITE AMPLIFIERS

Two or more op amps can be combined to achieve improved overall performance. The designer need be aware that when an op amp is placed within the feedback loop of another, stability problems may arise. In the following we shall designate the gains of the individual op amps as \( a_1 \) and \( a_2 \), and the gain of the composite device as \( a \).

Increasing the Loop Gain

Two op amps, usually from a dual-op-amp package, can be connected in cascade to create a composite amplifier with a gain \( a = a_1 a_2 \) much higher than the individual gains \( a_1 \) and \( a_2 \). We expect the composite device to provide a much greater loop gain, and thus a much lower gain error. However, if we denote the individual unity-gain frequencies as \( f_1 \) and \( f_2 \), we observe that at high frequencies, where \( a = a_1 a_2 \gg (f_1/f_2)(f_2/f_1) = -f_1 f_2/f_1^2 \), the phase shift of the composite response approaches \(-180^\circ\), thus requiring frequency compensation.

In applications with sufficiently high closed-loop dc gains, the composite amplifier can be stabilized via the feedback-lead method shown in Fig. 8.34a. As usual, the circuit can be either an inverting or a noninverting amplifier, depending on whether we insert the input source at node A or B. The decibel plot of \( |a| \) is obtained by adding together the individual decibel plots of \( |a_1| \) and \( |a_2| \). This is illustrated in Fig. 8.34b for the case of matched op amps, or \( a_1 = a_2 \).

As we know, the \( 1/|a| \) curve has a pole frequency at \( f_p = \frac{1}{2 \pi R_2 C} \) and a zero frequency at \( f_z = \frac{1}{(1 + R_2/R_1)} f_p \). For ROC = 30 dB/dec, or \( \Phi_m = 45^\circ \), we place \( f_p \) right on the \( 1/|a| \) curve. This yields \( 1 + R_2/R_1 = |a(jf_p)| = f_1 f_2/f_2^2 \). Solving for \( f_p \) and then letting \( C_f = \frac{1}{4 \pi R_2 f_p} \) gives

\[
C_f = \sqrt{(1 + R_2/R_1)/(f_1 f_2/2\pi R_2)}
\]  

The closed-loop bandwidth is \( B = f_p \). It can be shown (see Problem 8.46) that increasing \( C_f \) by the factor \((1 + R_2/R_1)^{1/4}\) will make the crossover frequency \( f_c \) coincide with the geometric mean \( \sqrt{f_1 f_2} \), and thus maximize \( \Phi_m \); however, this will also decrease the closed-loop bandwidth in proportion.

**EXAMPLE 8.16.** (a) The circuit of Fig. 8.34a is to be used as a noninverting amplifier with \( R_1 = 1 \) k\( \Omega \) and \( R_2 = 99 \) k\( \Omega \). (a) Assuming op amps of the 741 type, find \( C_f \) for \( \Phi_m = 45^\circ \). Then compare \( \Phi_m \), \( T_0 \), and \( f_0 \) with the case of a single-op-amp realization. (b) Find \( C_f \) for the maximum phase margin. What are the resulting values of \( \Phi_m \) and \( f_0 \)? (c) What happens if \( C_f \) is increased above the value found in (b)?

**Solution.**

(a) Insert the input source at node B. Letting \( f_1 = f_2 = 1 \) MHz in Eq. (8.36) gives

\[
C_f = 16.1 \text{ pF}
\]

Moreover, \( T_0 = a_1^2/100 = 4 \times 10^4 \), and \( f_0 = f_p = 100 \) kHz. Had a single op amp been used, then \( \Phi_m = 90^\circ \), \( T_0 = a_1^2/100 = 2 \times 10^4 \), and \( f_0 = 10^6/10 = 10 \) kHz.

(b) \( C_f = (100)^{1/4} \times 15.1 = 58.0 \text{ pF}, f_p = 31.62 \text{ kHz}, \Phi_m = 180^\circ - 4 \Phi_a - 4 \pi \Phi_a = 180^\circ - 180^\circ - \tan^{-1}(f_1/f_2) - \tan^{-1}(f_2/f_2) = -\tan^{-1}(0.1 - 1 \text{ kHz}) = 78.6^\circ. \)

(c) Increasing \( C_f \) above 58.0 pF will reduce \( \Phi_m \) until eventually \( \Phi_m = 0^\circ \), indicating that overcompensation is detrimental.
In Fig. 8.34 we have stabilized the composite amplifier by acting on its feedback network. An alternative type of compensation is by controlling the pole of the second op amp using local feedback, in the manner depicted in Fig. 8.35. The composite response \( a = a_1 A_2 \) has the dc gain \( a_0 = a_0(1 + R_4/R_3) \), and two pole frequencies at \( f_0 \) and at \( f_{B2} = f_{B2}/(1 + R_4/R_3) \). Without the second amplifier, the closed-loop bandwidth would be \( f_{B1} = f_{B1}/(1 + R_2/R_1) \). With the second amplifier in place, the bandwidth is expanded to \( f_B = (1 + R_4/R_3) f_{B1} = f_{B1}/(1 + R_4/R_3) \). It is apparent that if we align \( f_0 \) and \( f_{B2} \), then \( ROC = 30 \text{ dB/dec} \), or \( \phi_{m} = 45^\circ \). Thus, imposing \( f_{B1} = (1 + R_4/R_3)/(1 + R_2/R_1) = f_{B2}/(1 + R_4/R_3) \) yields \[
1 + R_4/R_3 = \sqrt{(f_{B2}/f_{B1})(1 + R_2/R_1)}
\] (8.37)

We observe that for the benefits of using \( OA_2 \) to be significant the application must call for a sufficiently high closed-loop gain.

**Example 8.8.** (a) Assuming op amps of the 741 type in the circuit of Fig. 8.35a, specify suitable components for operation as an inverting amplifier with a dc gain of \(-100 \text{ V/V} \). Compare with a single-op amp realization.

**Solution.** Insert the input source at node \( A \) and let \( R_1 = 1 \text{ k}\Omega \) and \( R_2 = 100 \text{ k}\Omega \). Then \( R_4/R_3 = \sqrt{101} - 1 = 9.05. \) Pick \( R_3 = 2 \text{ k}\Omega \) and \( R_4 = 18 \text{ k}\Omega \). The dc loop gain is \( T_0 = a_0(1 + R_4/R_3)/(1 + R_2/R_1) = 2 \times 10^4 \), and the closed-loop bandwidth is \( f_B = f_{B2}/100 \text{ kHz} \) if only one op amp had been used, then \( \phi_{m} = 90^\circ \), \( T_0 = 2 \times 10^4 \) and \( f_B \approx 10 \text{ kHz} \), indicating an order-of-magnitude improvement brought about by the second op amp.

**Optimizing dc and ac Characteristics**

There are applications in which it is desirable to combine the dc characteristics of a low-offset, low-noise device, such as a bipolar voltage-feedback amplifier (VFA), with the dynamics of a high-speed device, such as a current-feedback amplifier (CFA). The two sets of technologically conflicting specifications can be met with a composite amplifier. In the topology of Fig. 8.36a we use a CFA with local feedback to shift the \( |A_1| \text{dB} \) curve upward by the amount \( |A_2| \text{dB} \), and thus improve the dc loop gain by the same amount. As long as \( f_{B2} > f_{B1} \), the phase shift due to the pole frequency at \( f = f_{B2} \) will be insignificant at \( f = f_{B1} \), indicating that we can operate the VFA with a feedback factor of unity, or at the maximum bandwidth \( f_{B1} \). Imposing \[
1 + R_4/R_3 = 1 + R_2/R_1
\]
will maximize also the closed-loop bandwidth \( f_B \) of the composite device, which is now \( f_B = f_{B1} \).

The composite topology offers important advantages other than bandwidth. Since the CFA is operated within the feedback loop of the VFA, its generally poorer input dc and noise characteristics become insignificant when referred to the input of the composite device, where they are divided by \( a_1 \). Moreover, with most of the signal swing being provided by the CFA, the slew-rate requirements of the VFA are significantly relaxed, thus ensuring high full-power bandwidth (FPB) capabilities for the composite device. Finally, since the VFA is spared from having to drive the output load, self-heating effects such as thermal feedback become insignificant, so the composite device retains optimum input-drift characteristics.

There are practical limitations to the amount of closed-loop gain achievable with a CFA. Even so, it pays to use a CFA as part of a composite amplifier. For instance, suppose we need an overall dc gain \( A_0 = 10^5 \text{ V/V} \), but using a CFA having only \( A_0 = 50 \text{ V/V} \). Clearly, the VFA will now have to operate with a gain of \( A_0/50 = 2 \text{ V/V} \) and a bandwidth \( f_{B1}/20 \). This is still 50 times better than if the VFA were to operate alone, not to mention the slew-rate and thermal-drift advantages.

In the arrangement of Fig. 8.36a the composite bandwidth is set by the VFA, so the amplification provided by the CFA above this band is in effect wasted. The alternative topology of Fig. 8.37 exploits the dynamics of \( OA_2 \) to their fullest extent by allowing it to participate directly in the feedback mode, but only at high frequencies. The circuit works as follows.

At dc, where the capacitances act as opens, the circuit reduces to that of Fig. 8.34a, so \( a_0 = a_0 \text{dB} \). Clearly, the dc characteristics are set by \( OA_1 \), which provides \( OA_2 \) with whatever drive is needed to force \( V_n \rightarrow V_{OS} \). Moreover, any gross bias current at the inverting input of \( OA_2 \) is prevented from disturbing node \( V_n \) because of the dc blocking action by \( C_2 \).
As we increase the operating frequency, we witness a gradual decrease in \( OA_1 \)'s gain \( A_1 = \frac{1}{1 + jf/f_B} \), \( f_1 = \frac{1}{2\pi R_1 C_1} \), while the crossover network \( C_2 R_4 \) gradually changes the mode of operation of \( OA_2 \) from open-loop to closed-loop. Above the crossover network frequency \( f_2 = \frac{1}{2\pi R_4 C_2} \) we can write \( V_o = a_2(A_1 V_o - V_a) \), or
\[
V_o = -a_2 \left( 1 + \frac{jf}{f_2} \right)V_a
\]
It is apparent that if we impose \( f_1 = f_3 \), or \( R_1 C_1 = \frac{1}{2\pi f_3} \), then we obtain a pole-zero cancellation and \( V_o = -aV_a, a = a_2/\left(1 + jf/f_2\right), f_2 = a_2, \) indicating that the high-frequency dynamics are fully controlled by \( OA_2 \).

In a practical realization the zero-pole cancellation is difficult to maintain because \( f_2 \) is an ill-defined parameter. Consequently, in response to an input step, the composite device will not completely stabilize until the integrator loop has settled to its final value. The resulting settling tail may be of concern in certain applications.

Improving Phase Accuracy

As we know, a single-pole amplifier exhibits an error function of the type \( 1/(1 + jf/f_B) \), whose phase error is \( \epsilon_p = -\tan^{-1}(f/f_B) \), or \( \epsilon_p \approx -f/f_B \) for \( f \ll f_B \). This error is intolerable in applications requiring high phase accuracy. In the composite arrangement\(^{20}\) of Fig. 8.38, \( OA_2 \) provides active feedback around \( OA_1 \) to maintain a low phase error over a much wider bandwidth than in the uncompensated case. This is similar to the active compensation of integrators of Section 6.5.

To analyze the circuit, let \( \beta = R_1/(R_1 + R_2) \) and \( \alpha = R_3/(R_3 + R_4) \). We note that \( OA_2 \) is a noninverting amplifier with gain \( A_2 = (1/\beta)/\left(1 + jf/f_B\right) \). Consequently, the feedback factor around \( OA_1 \) in \( \beta_1 = \beta \times A_2 \times a = a/(1 + jf/f_B) \).

The closed-loop gain of the composite device is \( A = A_1 = a_1/(1 + a_1\beta_1) \), where we are using the fact that \( OA_1 \) too is operating in the noninverting mode. Substituting \( a_1 \approx f_1/f_B \) and \( \beta_1 = \alpha/(1 + jf/f_B) \), and letting \( f_1 = f_2 = f_3 \), we obtain, for \( \alpha = \beta \),
\[
A(jf) = A_0 \frac{1 + jf/f_B}{1 + jf/f_B - (j/f_B)^2}
\]
(8.39)
PROBLEMS

8.1 The stability problem

8.1 An op amp with \(a_{0} = 10^{3}\) V/V and two pole frequencies at \(f_{1} = 100 \text{ kHz}\) and \(f_{2} = 2 \text{ MHz}\) is connected to a unity-gain voltage follower. Find \(\phi_{\text{o}}\), \(\gamma\), \(Q\), \(\alpha\), \(\beta\), and \(A(jf)\). Would you consider this circuit unstable?

8.2 An amplifier has three identical pole frequencies so that \(a(jf) = a_{0}/(1 + jf/3f_{0})^{3}\), and is placed in a negative-feedback loop with a frequency-independent feedback factor \(\beta\). Find an expression for \(\omega\text{_{o}}\) as well as the corresponding value of \(T\).

8.3 (a) Verify that a circuit with a dc loop gain \(T_{0} = 10^{3}\) and three pole frequencies at \(f_{1} = 100 \text{ kHz}\), \(f_{2} = 1 \text{ MHz}\), and \(f_{3} = 2 \text{ MHz}\) is unstable. (b) One way of stabilizing it is by reducing \(T_{0}\). Find the value to which \(T_{0}\) must be reduced for \(\phi_{\text{o}} = 45^\circ\). (c) Another way of stabilizing it is by rearranging one or more of its poles. Find the value to which \(f_{1}\) must be reduced for \(\phi_{\text{o}} = 45^\circ\). (d) Repeat parts (b) and (c), but for \(\phi_{\text{o}} = 60^\circ\).

8.4 An amplifier with \(a(jf) = 10^{3}/(1 + jf/3f_{0})\) V/V is placed in a negative-feedback loop with frequency-independent feedback factor \(\beta\). (a) Find the range of values of \(\beta\) for which \(\phi_{\text{o}} \geq 45^\circ\). (b) Repeat, but for \(\phi_{\text{o}} \geq 60^\circ\). (c) Find the value of \(\beta\) that minimizes \(\phi_{\text{o}}\). What is \(\phi_{\text{o}}\) then?

8.5 Two negative-feedback systems are compared at some frequency \(f_{1}\). If it is found that the first has \(T(jf_{1}) = 10\) \(-180^\circ\) and the second has \(T(jf_{1}) = 10\) \(-90^\circ\), which system enjoys the smaller magnitude error? The smaller phase error?

8.6 The response of a negative-feedback circuit with \(\beta = 0.1 \text{ V/V}\) is observed with the oscilloscope. For a 1-V input step, the output exhibits an overshoot of 12.6% and a final value of 9 V. Moreover, with an ac input, the phase difference between output and input reaches \(90^\circ\) for \(f = 10 \text{ kHz}\). Assuming a 2-pole error amplifier, find its open-loop response.

8.7 As mentioned, the rate-of-closure considerations hold only for minimum-phase systems. Verify by comparing the Bode plots of the minimum-phase function \(H(s) = (1 + s/2\pi 10^{3})(1 + s/2\pi 10^{3})\) with those of the function \(H(s) = (1 + s/2\pi 10^{3})(1 + s/2\pi 10^{3})\), which is similar to the former, except that its zero is located in the right half of the complex plane.

8.8 Repeat the PSpice simulation of the circuit of Fig. 8.5, but for the case in which the loop is broken at the inverting-input pin. Hence, compare the results with Fig. 8.6.

8.9 Assuming ideal op amp, derive an expression for the loop gain of the equal-component KRC filter of Example 3.8. Hence, discuss the stability of the circuit. What is its gain margin?

8.10 The response of an unconditionally stable op amp can be approximated with a dominant pole frequency \(f_{1}\) and a single high-frequency pole \(f_{2}\) to account for the phase shift due to its higher-order roots. (a) Assuming \(a_{0} = 10^{3}\) V/V, \(f_{1} = 10 \text{ Hz}\), and \(\beta = 1 \text{ V/V}\), find the actual bandwidth \(f_{\beta}\) and phase margin \(\phi_{\text{o}}\) if \(f_{2} = 1 \text{ MHz}\). (b) Find \(f_{2}\) for \(\phi_{\text{o}} = 60^\circ\); what is the value of \(f_{\beta}\)? (c) Repeat (b), but for \(\phi_{\text{o}} = 45^\circ\).

8.11 An op amp with \(a(jf) = 10^{3}/(1 + jf/10^{3})\) is placed in a negative-feedback loop with \(\beta(jf) = \beta_{0}/(1 + jf/10^{3})^{2}\). Find the values of \(\beta_{0}\) corresponding to (a) the onset of oscillatory behavior, (b) \(\phi_{\text{o}} = 45^\circ\), and (c) \(GM = 20 \text{ dB}\).

8.12 A Howland current pump is implemented with a constant-GP op amp and four identical resistances. Using rate-of-closure reasoning, show that as long as the load is resistive or capacitive the circuit is stable, but can become unstable if the load is inductive. How would you compensate it?

8.13 Specify \(R_{i}\) in the differentiator of Example 8.2 for \(\phi_{\text{o}} = 60^\circ\). Hence, derive an expression for \(H(jf)\). What is the value of \(Q\)?

8.14 An alternative frequency compensation method for the differentiator of Fig. 8.8u is by means of a suitable feedback capacitance \(C_{f}\) in parallel with \(R\). Assuming \(C = 10 \mu\text{F}\), \(R = 78.7 \text{ k\Omega}\), and \(GBP = 1 \text{ MHz}\), specify \(C_{f}\) for \(\phi_{\text{o}} = 45^\circ\).

8.15 The noninverting differentiator of Fig. P3.2 uses an op amp with \(GBP = 1 \text{ MHz}\). If \(R = 78.7 \text{ k\Omega}\) and \(C = 10 \mu\text{F}\), verify that the circuit needs compensation. How would you stabilize it?

8.16 (a) Show that the circuit of Fig. 8.10u gives \(A = -R_{2}/R_{1} \times H_{P}\), where \(H_{P}\) is the standard second-order low-pass response defined in Eq. (3.4) with \(f_{o} = \sqrt{R_{1}/f_{2}}\) and \(Q = \sqrt{R_{2}/f_{2}}(1 + H_{o}/f_{o})\). (b) Find \(Q\) in the circuit of Example 8.3 before compensation. (c) Compensate the circuit for \(\phi_{\text{o}} = 45^\circ\), and find \(Q\) after compensation.

8.17 In the circuit of Example 8.3 find \(C_{f}\) for \(\phi_{\text{o}} = 60^\circ\); hence, exploit Problem 8.16 to find \(A(jf)\), GP, and OS.

8.18 An alternative way of stabilizing a circuit against stray input capacitance \(C_{i}\) is by scaling down all resistances to raise \(f_{1}\) until \(f_{1} \geq f_{2}\). (a) Scale the resistances of the circuit of Example 8.3 so that with \(C_{o} = 0\) the circuit yields \(\phi_{\text{o}} = 45^\circ\). (b) Repeat, but for \(\phi_{\text{o}} = 60^\circ\). (c) What is the main advantage and disadvantage of this technique?

8.19 The high-sensitivity I-V converter of Fig. 2.2 uses \(R = 1 \text{ M\Omega}, R_{1} = 1 \text{ k\Omega}, R_{2} = 10 \text{ k\Omega}\), and the LF351 JFET-input op amp, which has \(GBP = 4 \text{ MHz}\). (a) Assuming an overall input stray capacitance \(C_{i} = 10 \text{ pF}\), show that the circuit does not have enough phase margin. (b) Find a capacitance \(C_{f}\) that, when connected between the output and the inverting input, will provide neutral compensation. What is the closed-loop bandwidth of the compensated circuit?

8.20 Using the op amp data of Example 8.5, find the maximum \(C_{f}\) that can be connected to the output of the circuit of Fig. 8.14a and still allow for \(\phi_{\text{o}} \geq 45^\circ\), if (a) \(R_{1} = R_{2} = 20 \text{ k\Omega}\), (b) \(R_{1} = 2 \text{ k\Omega}, R_{2} = 18 \text{ k\Omega}\), (c) \(R_{1} = \infty, R_{2} = 0\). (d) Repeat (c), but for \(\phi_{\text{o}} \geq 60^\circ\).

8.21 Using PSpice, check the frequency and transient response of the circuit of (a) Example 8.4 and (b) Example 8.5.
8.22 Using the op amp data of Example 8.5, design an amplifier with $A_o = -10$ V/V, under the constraint that the sum of all resistances be 200 kΩ, and that it be capable of driving a 10-nF load. Then use PSpice to verify its frequency and transient responses.

8.23 Modify the circuit of Example 8.5 for unity-gain voltage-follower operation. Then use PSpice to find GP and OS.

8.24 Assuming constant-GBP op amps, use linearized Bode plots to investigate the stability of (a) the wideband band-pass filter of Fig. 3.11, (b) the multiple-feedback low-pass filter of Fig. 3.32, and (c) the -KRC low-pass filter of Problem 3.27.

8.25 (a) Assuming the op amp has a constant GBP of 1 MHz, discuss the stability of the multiple-feedback band-pass filter of Fig. 3.31, and verify with PSpice. (b) Repeat, but for the -KRC band-pass filter of Problem 3.28 for the case $R_1 = R_2 = 1.607$ kΩ, $kR = 1.445$ MΩ, and $C_1 = C_2 = 3.3$ nF.

8.3 Internal frequency compensation

8.26 Find $f_o$ to stabilize the $\mu A 4029$ op amp of Example 8.6 for a noninverting gain of 10 V/V with (a) $\phi_m = 60^\circ$, (b) $\text{GM} = 12 \text{ dB}$, (c) GP = 2 dB, (d) OS = 5%.

8.27 A voltage comparator is a high-gain amplifier intended for open-loop operation. Figure P8.27 shows a way of configuring such a device as a voltage follower. (a) Assuming a two-pole device with $a_0 = 10^4$ V/V, $f_1 = 1$ kHz, and $f_2 = 10$ MHz, use rate-of-closure reasoning to show that the circuit can be stabilized by making the product $RC$ sufficiently large. (b) Assuming a FET-input device, specify $R$ and $C$ for $\phi_m = 45^\circ$. (c) Estimate the small-signal bandwidth.

8.28 An amplifier has $a_0 = 10^4$ V/V, a dominant-pole frequency $f_1 = 1$ kHz, and an adjustable higher-order pole frequency $f_2$. Find $\beta$ and $f_2$ for a maximally flat closed-loop response with a dc gain of 60 dB. What is the $-3$ dB frequency?

8.29 In Fig. P8.29 three CMOS inverters are cascaded to create a rudimentary op amp, which, in turn, is configured as an ac-coupled inverting amplifier with a closed-loop gain of -100 V/V. (a) Assuming $a_1 = a_2 = a_3 = -10^{12}$, show that with $R = C = 0$ the circuit is unstable. (b) Specify suitable values for $R$, and $C$, to provide dominant-pole stabilization with $\phi_m = 45^\circ$.

8.30 Referring to Fig. 8.20a, apply KCL at nodes $V_1$ and $V_2$, and then eliminate $V_1$ to find an expression for the transfer function $V_2 / V_a$. Hence, prove Eqs. (8.24) and (8.25). Hint: Given two characteristic frequencies $f_1$ and $f_2$ such that $f_1 < f_2$, you can approximate $1 + 2(1 + jf/f_1) \approx 1 + jf/f_1 - f_1^2$. 

8.31 For the op amp of Example 8.9a calculate the actual values of $f_s$ and $\phi_m$ after compensation. Then verify that the effect of the zero $f_s$ is to reduce the phase margin by $9^\circ$.

8.32 (a) An op amp has a dominant pole at $s = -2\pi f_1$, and two additional poles at $s = -2\pi f_2$ and $s = -2\pi f_3$, $f_1 = 10 \times \text{GBP}$. Show that for $\phi_m \geq 60^\circ$ we must have $f_2 \geq 2.2 \times \text{GBP}$. (b) An op amp has a dominant pole at $s = -2\pi f_1$, a second pole at $s = -2\pi f_2$, and a zero at $s = +2\pi f_3$, $f_1 = 10 \times \text{GBP}$. Show that for $\phi_m \geq 45^\circ$ we must have $f_2 \geq 1.2 \times \text{GBP}$.

8.33 Prove Eqs. (8.26) and (8.27). Use the hint of Problem 8.30.

8.34 Use PSpice to verify the pole-zero compensation scheme of Example 8.10. Show both the frequency and transient responses.

8.4 External frequency compensation

8.35 The op amp of Example 8.11 is configured as a unity-gain inverting amplifier with two 10-kΩ resistances. Use input-lag compensation to stabilize it for $\phi_m = 45^\circ$. Hence, find $A(jf)$.

8.36 In Fig. P8.36 let $R_1 = R_2 = R_4 = 100$ kΩ, $R_3 = 10$ kΩ, and let the op amp have $a_0 = 10^4$ V/V, $f_1 = 10$ kHz, $f_2 = 200$ kHz, and $f_3 = 2$ MHz. (a) Verify that the circuit is unstable. (b) Use input-lag compensation to stabilize it for $\phi_m = 45^\circ$. (c) Find the closed-loop bandwidth after compensation.
8.37 Use the input-lag technique to compensate the capacitively loaded amplifier of Example 8.5.

8.38 The OPA637 op amp of Fig. 8.38 is a decompensated amplifier with SR = 135 V/μs and GBP = 80 MHz for 1/β ≥ 5 V/V. Since the op amp is not compensated for unity-gain stability, the integrator shown would be unstable. (a) Show that the circuit can be stabilized by connecting a compensation capacitance C, as shown, and find a suitable value for C, for φm = 45°. (b) Obtain an expression for H(jω) after compensation and indicate the frequency range over which the circuit behaves reasonably well as an integrator.

**FIGURE P8.38**

8.39 An op amp with GBP = 6 MHz and r = 30 Ω is to operate as a unity-gain voltage follower with an output load of 5 nF. Design an input-lag network to stabilize it. Then verify its frequency and transient responses via PSpice.

8.40 Using a decompensated op amp with GBP = 80 MHz and βmax = 0.2 V/V, design a unity-gain inverting amplifier, and find A(jω).

8.41 Using an LF357 decompensated op amp, which has GBP=20 MHz and βmax = 0.2 V/V, design an inverting amplifier with a sensitivity of 0.1 V/VμA under the following constraints: (a) no compensation capacitances are allowed, and (b) the closed-loop bandwidth must be maximized. Then find an expression for A(jω).

8.42 An op amp with a0 = 10^5 V/V and two coincident pole frequencies f1 = f2 = 10 Hz is configured as an inverting amplifier with R1 = 1 kΩ and R2 = 20 kΩ. (a) Use feedback-lead compensation to stabilize it for φm = 45°; then find A(jω). (b) Find the value of Cf that will maximize φm; next find φm as well as the corresponding closed-loop bandwidth.

8.43 The wideband band-pass filter of Example 3.5 is implemented with an op amp having a0 = 10^5 V/V and two pole frequencies f1 = 10 Hz and f2 = 2 MHz. Sketch the Bode plots of |A| and |1/β| in the vicinity of f1 and find φm.

8.44 The CFA integrator of Fig. 8.44 uses a series resistance R1 between the summing junction and the inverting-input pin to ensure 1/β ≥ (1/β)max over frequency and thus avoid instability problems. (a) Investigate the stability of the circuit using Bode plots. (b) Assuming the CFA parameters of Problem 6.57, specify suitable components for f0 = 1 MHz. (c) List possible disadvantages of this circuit.

**FIGURE P8.44**

8.45 The CFA of Problem 6.57 is to be used to design a Butterworth band-pass filter with f0 = 10 MHz and H0dB = 0 db, and two alternatives are being considered, namely, the multiple-feedback and the KRC designs. Which configuration are you choosing, and why? Show the final circuit.

8.46 (a) Show that without Cf the CFA I-V converter of Fig. 8.32 yields Vc/Vi = R2H0P, where H0P is the standard second-order low-pass response defined in Eq. (3.44) with

\[ f_c = \frac{1}{2\pi R_2 C_2} \quad \text{and} \quad Q = \frac{1}{2\pi f_c R_2 C_2} \]

(b) Predict the OP and OS for the circuit of Example 8.15 before compensation.

8.47 A certain CFA has r = 50 Ω and an open-loop dc gain of 1 V/VμA, and its frequency response can be approximated with two pole frequencies, one at 100 kHz and the other at 100 MHz. The CFA is to be used as a unity-gain voltage follower. (a) Find the feedback resistance needed for a phase margin of 45°; what is the closed-loop bandwidth? (b) Repeat, but for a 60° margin.

8.48 Composite amplifiers

8.48 (a) With reference to the circuit of Fig. 8.34a, show that φm is maximized for Cf = \((1 + R_2/R_1)^{1/2}[2\pi R_1 f_c f_2^2]^{1/2}\). (b) Show that for φmmax ≥ 45° we must have \((1 + R_2/R_1)^{1/2}[2\pi R_1 f_c f_2^2]^{1/2} ≤ 1\). Assume that f0 = f2. (c) Verify that this alternative yields φm = 45°. (d) Apply it to the design of a composite amplifier with dc gain A0 = -10 V/V and maximum phase margin. Hence, find the actual values of φm and A(jω).

8.49 (a) Compare the circuit of Example 8.16 with a circuit implemented by cascading two amplifiers with individual dc gains A10 = A20 = ¥/A0. (b) Repeat, but for the circuit of Example 8.17.

8.50 An alternative to Eq. (8.37) is \(f_c = (1 + R_2/R_1)^{1/2}[2\pi R_1 f_c (f_1 f_2)^{1/2}]\), where we have assumed \(f_1 = f_2\). (a) Verify this alternative yields φm = 65°. (b) Apply it to the design of a composite amplifier with dc gain A0 = -50 V/V. (c) Assuming \(f_0 = f_1 = 4.5 f_0\), find A(jω).

8.51 In the composite amplifier of Fig. 8.37 assume OH1 has a0 = 100 V/VμA, f1 = 1 MHz, \(V_{OH1} = 0\), and \(A_{OH1} = 0\), and OH2 has a0 = 25 V/VμA, f2 = 500 MHz, \(V_{OH2} = 5\) nV, and \(A_{OH2} = 20\) μA. Specify suitable components for A0 = -10 V/V under the constraint f0 = 0.1 f1. What is the output dc error \(E_{D}\) and the closed-loop bandwidth f0?

8.52 For the circuit of Problem 8.51 find the total rms output noise Es in if \(e_n = 2 V/\sqrt{Hz}\), \(i_n = 0.5 pA/\sqrt{Hz}\), \(e_n = 5 V/\sqrt{Hz}\), and \(i_n = 5 pA/\sqrt{Hz}\). Ignore 1/f noise. Can you reduce \(E_{S}\)?
8.53 (a) Find \( \phi_p \), \( GP \), and \( OS \) for the composite amplifier of Fig. 8.38. (b) Find its 1° phase-error bandwidth, and compare it with that of a single-op-amp realization with the same value of \( A_0 \), as well as with that of the cascade realization of two amplifiers with individual dc gains \( \sqrt{A_0} \).

8.54 The active-compensation scheme of Fig. 8.54 (see IEEE Trans. Circuits Syst., vol. CAS-26, Feb. 1979, pp. 112-117) works for both the inverting and the noninverting mode of operation of \( OA_1 \). Show that \( V_o = \left( \frac{1}{1 + \frac{1}{\beta_1}V_1} \right) \left( \frac{1}{1 + \beta_1} \right) \left( \frac{1}{1 + \frac{1}{\beta_2}V_2} \right) \left( \frac{1}{1 + \beta_2} \right) \left( \frac{1}{1 + \frac{1}{\beta_3}V_3} \right) \left( \frac{1}{1 + \beta_3} \right), \quad \beta = R_1/(R_1 + R_2), \quad \beta_2 = R_3/(R_1 + R_3).

**FIGURE 8.54**

8.55 Apply the scheme of Problem 8.54 to the design of a high-phase-accuracy (a) voltage follower, (b) I-V converter with a sensitivity of 10 V/mA, and (c) difference amplifier with a dc gain of 100 V/V. Assume matched op amps with \( f_s = 10 \) MHz.

**REFERENCES**

The function of a voltage comparator is to compare the voltage $v_P$ at one of its inputs against the voltage $v_N$ at the other, and output either a low voltage $V_{OL}$ or a high voltage $V_{OH}$ according to

$$v_O = V_{OL} \quad \text{for} \quad v_P < v_N \quad (9.1a)$$
$$v_O = V_{OH} \quad \text{for} \quad v_P > v_N \quad (9.1b)$$

As shown in Fig. 9.1a, the symbolism used for comparators is the same as for op amps. We observe that while $v_P$ and $v_N$ are analog variables because they can assume a continuum of values, $v_O$ is a binary variable because it can assume only one of two values, $V_{OL}$ or $V_{OH}$. It is fair to view the comparator as a one-bit analog-to-digital converter.

Introducing the differential input voltage $v_D = v_P - v_N$, the above equations can also be expressed as $v_O = V_{OL}$ for $v_D < 0$ V, and $v_O = V_{OH}$ for $v_D > 0$ V. The voltage transfer curve (VTC), shown in Fig. 9.1b, is a nonlinear curve. At the origin, the curve is a vertical segment, indicating an infinite gain there, or $V_O/V_D = \infty$. A practical comparator can only approximate this idealized VTC, with actual gains being typically in the range from $10^3$ to $10^6$ V/V. Away from the origin, the VTC consists of two horizontal lines positioned at $v_O = V_{OL}$ and $v_O = V_{OH}$. These levels need not necessarily be symmetric, though symmetry may be desirable in certain applications. All that matters is that the two levels be sufficiently far apart to make their distinction reliable. For example, digital applications require $V_{OL} \leq 0$ V and $V_{OH} \geq 5$ V.

**The Response Time**

In high-speed applications it is of interest to know how rapidly a comparator responds as the input state changes from $v_P < v_N$ to $v_P > v_N$, and vice versa. Comparator speed is characterized in terms of the response time, also called the propagation delay $t_{pd}$, defined as the time it takes for the output to accomplish 50% of its transition in response to a predetermined voltage step at the input. Figure 9.2 illustrates the setup.
The Op Amp as a Voltage Comparator

When speed is not critical, an op amp can make an excellent comparator, especially in view of the extremely high gains and low input offsets available from many popular op amp families. The VTC of a practical op amp was depicted in Fig. 1.39, where we expressed $v_D$ in microvolts in order to be able to visualize the slope of the VTC in the linear region. In comparator applications $v_D$ can be a hefty signal, so it is more appropriate to express it in volts than in microvolts. If we do so, the horizontal scale undergoes so much compression that the linear-region portion of the VTC coalesces with the vertical axis, resulting in a curve of the type of Fig. 9.1b.

The circuit of Fig. 9.3a uses a 301 op amp to compare $v_I$ against some voltage threshold, $V_T$. When $v_I < V_T$ the circuit gives $v_O = +V_{sat} \cong +13$ V, and when $v_I > V_T$ it gives $v_O = +V_{sat} \cong +13$ V. This is illustrated in the figure via both the VTC and the voltage waveforms. Since $v_O$ goes high whenever $v_I$ rises above $V_T$, the circuit is aptly called a threshold detector. If $V_T = 0$ V, the circuit is referred to as a zero-crossing detector.

It is important to realize that when used as a comparator, the op amp has no control over $v_N$ due to the absence of feedback. The amplifier now operates in the open-loop mode and, because of its extremely high gain, it spends most of its time in saturation. Clearly, $v_N$ no longer tracks $v_P$.

Though the output transitions in Fig. 9.3c have been shown as instantaneous, we know that in practice they take some time due to slew-rate limiting. Had we used a 741 op amp, the time to accomplish 50% of the output transition would have been $t_{PD} = V_{sat}/SR = (13 \text{ V})/(0.5 \text{ V/µs}) = 26 \mu$s, an intolerably long time in many applications. The reason for using the 301 op amp is that it comes without the internal frequency-compensation capacitance $C_f$, so it slewers more rapidly than the 741 op amp. Frequency compensation is indispensable in negative-feedback applications but is superfluous in open-loop applications, where it only slows down the comparator unnecessarily.

Whether internally compensated or not, op amps are intended for negative-feedback operation, so their dynamics are not necessarily optimized for open-loop operation. Moreover, their output saturation levels are generally awkward to interface to digital circuitry. These and other needs peculiar of the voltage-comparison operation have provided the motivation for developing a category of high-gain amplifiers specifically optimized for this operation and thus called voltage comparators.

General-Purpose IC Comparators

Figure 9.4 depicts one of the earliest and most popular voltage comparators, the LM311 (National Semiconductor). The input stage consists of the pnp emitter followers $Q_2$ and $Q_3$ driving the differential pair $Q_1-Q_4$. The output of this pair is further amplified by the $Q_3-Q_6$ pair and then by the $Q_7-Q_8$ pair, from which it emerges as a single-ended current drive for the base of the output transistor $Q_O$. Circuit operation is such that for $v_P < v_N$, $Q_8$ sources substantial current to the base of $Q_O$, keeping it in heavy conduction; for $v_P > v_N$, the base drive is removed and $Q_O$ is thus in cutoff. Summarizing,

$$Q_O = \text{Off} \quad \text{for} \quad v_P < v_N \quad (9.2a)$$

$$Q_O = \text{On} \quad \text{for} \quad v_P > v_N \quad (9.2b)$$

The function of $Q_6$ and $R_3$ is to provide overload protection for $Q_O$, in the manner discussed in Section 5.7 for op amps. The reason for using pnp input transistors is to allow for the input voltage range as defined in Section 5.7 to extend all the way down to $V_{EE}$, and also to sustain a high differential input voltage.

When on, $Q_O$ can draw up to 50 mA of current. When off, it draws a negligible leakage current of 0.2 nA typical. Both the collector and the emitter terminals (ignoring $R_3$) are externally accessible to allow for custom biasing of $Q_O$. The
most common biasing scheme involves a mere pullup resistance $R_C$, as shown in Fig. 9.5a. For $v_P < v_N$, $Q_O$ saturates and is thus modeled with a source $V_{CE(sat)}$ as in Fig. 9.5b. So, $v_O = V_{EE(logic)} + V_{CE(sat)}$. Typically $V_{CE(sat)} \approx 0.1 \text{ V}$, so we can approximate

$$v_O = v_{OL} \approx V_{EE(logic)} \quad \text{for } v_P < v_N \quad (9.3a)$$

For $v_P > v_N$, $Q_O$ is in cutoff and is modeled with an open circuit as in Fig. 9.5c. By the pullup action of $R_C$ we can write

$$v_O = v_{OH} \approx V_{CC(logic)} \quad \text{for } v_P > v_N \quad (9.3b)$$

The above expressions indicate that the output logic levels are under the control of the user. For example, letting $V_{CC(logic)} = 5 \text{ V}$ and $V_{EE(logic)} = 0 \text{ V}$ provides TTL and CMOS compatibility. Letting $V_{CC(logic)} = 15 \text{ V}$ and $V_{EE(logic)} = -15 \text{ V}$ yields ±15-V output levels, but without the notorious uncertainties of op amp saturation voltages. The 311 can also operate from a single 5-V logic supply if we let $V_{CC(logic)} = V_{CC} = 5 \text{ V}$ and $V_{EE(logic)} = V_{EE} = 0 \text{ V}$. In fact, in the single-supply mode the device is rated to function all the way up to $V_{CC} = 36 \text{ V}$.

Figure 9.6 shows another popular biasing scheme, which uses a pulldown resistance $R_E$ to operate $Q_O$ as an emitter follower. This alternative is useful...
when interfacing to grounded loads such as silicon controlled rectifiers (SCRs), an example of which will be discussed in Section 11.5. The VTCs for the two biasing schemes are shown in Fig. 9.6c. Note the opposing polarities of the two curves.

Figure 9.7 shows the response times of the 311 for various input overdrives. The responses corresponding to \( V_{od} = 5 \text{ mV} \) are often used for comparing different devices. Based on the diagrams, we can characterize the 311 as basically a 200-ns comparator when used with a pullup resistor on the order of a few kilohms.

Like their op amp cousins, voltage comparators suffer from dc input errors whose effect is to shift the input tripping point by an error

\[
E_I = V_{OS} + R_n I_N - R_p I_P
\]

(9.4)

where \( V_{OS} \) is the input offset voltage, \( I_N \) and \( I_P \) the currents into the inverting- and noninverting-input pins, and \( R_n \) and \( R_p \) the external dc resistances seen by the same pins. At 25 °C, the LM311 has, typically, \( V_{OS} = 2 \text{ mV}, I_B = (I_P + I_N)/2 = 100 \text{ nA} \) (flowing out of the device because of the pnp input BJTs), and \( I_{OS} = I_P - I_N = 6 \text{ nA} \). Some comparators have provisions for internal offset nulling. Nulling for the LM311 is shown in Fig. 9.4c.

Another very popular comparator, especially in low-cost single-supply applications, is the LM339 quad comparator (National Semiconductor) and its derivatives. As shown in Fig. 9.8a, its differential input stage is implemented with the pnp Darlington pairs \( Q_1-Q_2 \) and \( Q_3-Q_4 \), which result in a low-input-bias current as well as an input voltage range extending all the way down to 0 V. The current mirror \( Q_5-Q_6 \) forms an active load for this stage and also converts to a single-ended drive for \( Q_7 \). This transistor provides additional gain as well as the base drive for the open-collector output transistor \( Q_O \). The state of \( Q_O \) is controlled by \( v_p \) and \( v_N \) according to Eq. (9.2). Open-collector output stages are suited to wired-OR operation, just like open-collector TTL gates. When on, \( Q_O \) can sink 16 mA typical, 6 mA minimum; when off, its collector leakage is typically 0.1 nA.

The waveforms of Fig. 9.9, obtained with a 5.1-kΩ pullup resistance, reveal that for a given input overdrive, the circuit takes longer to swing from \( V_{OL} \) to \( V_{OH} \) than from \( V_{OH} \) to \( V_{OL} \). This dissymmetry is due to charge-storage effects in \( Q_O \).
The other pertinent characteristics are, typically, $V_{OS} = 2$ mV, $I_R = 25$ nA, and $I_{OS} = 5$ nA. Moreover, the operating supply range is from 2 V to 36 V, and the input voltage range is from 0 V to $V_{CC} = 1.5$ V.

Comparators are available in a variety of versions, such as duals and quads, low-power versions, FET-input versions, and rail-to-rail versions. The LMC7211 (National Semiconductor) is a micropower CMOS comparator with rail-to-rail capabilities both at the input and at the output; the LMC7221 is similar, but with an open-drain output. Consult the manufacturer catalogs to find the range of available products as well as macromodels for SPICE simulations. The library file EVALLIB that comes with the student version of PSpice includes a Boyle-type model for the 311 comparator. This model is activated via a command of the type

```text
XCM vP vN vCC vVEE vOC vOIID LMC11
```

where voc and vOIID are the open-collector output and the output ground terminals, respectively.

**High-Speed Comparators**

High-speed data converters, such as flash A-D converters, to be studied in Chapter 12, rely on the use of commensurately fast voltage comparators. To serve this and similar needs, very high-speed comparators are available with response times on the order of 10 ns or less. Such speeds are achieved through circuit techniques and fabrication processes similar to those of the faster logic families such as Schottky TTL and ECL. Moreover, to fully realize these capabilities, suitable circuit construction techniques and power-supply bypass are mandatory on the part of the user.

These comparators are often equipped with output latch capabilities, which allow freezing the output state in a latch flip-flop and holding it indefinitely until the arrival of a new latch-enable command. This feature is especially useful in flash A-D converters. The symbolism and timing for these comparators are shown in Fig. 9.10. To guarantee proper output data, $v_D$ must be valid at least $t_S$ ns before the latch-enable command is asserted, and must remain valid for at least $t_H$ ns thereafter, where $t_S$ and $t_H$ represent, respectively, the setup and hold times. Popular examples of latch comparators are the CMP-05 (Analog Devices) and LT1016 (Linear Technology). The latter has $t_S = 5$ ns, $t_H = 3$ ns, and $t_{PD} = 10$ ns.

Another useful feature available in some comparators is the strobe control, which disables the device by forcing its output stage into a high-impedance state. This feature is designed to facilitate bus interfacing in microprocessor applications. Finally, for increased flexibility, some comparators provide the output both in true (Q) and in negated ($\overline{Q}$) form.

**9.2 COMPARATOR APPLICATIONS**

Comparators are used in various phases of signal generation and transmission, as well as in automatic control and measurement. They appear both alone or as part of systems, such as A-D converters, switching regulators, function generators, V-F converters, power-supply supervisors, and a variety of others.

**Level Detectors**

The function of a level detector, also called a threshold detector, is to monitor a physical variable that can be expressed in terms of a voltage, and signal whenever
Level detection can be applied to any physical variable that can be expressed in terms of a voltage via a suitable transducer. Typical examples are temperature, pressure, strain, position, fluidic level, and light or sound intensity. Moreover, the comparator can be used not only to monitor the variable, but also to control it.

Figure 9.12 shows a simple temperature controller, or thermostat. The comparator, a 339 type, uses the LM335 temperature sensor to monitor temperature, and the LM335 high-beta power transistor to switch a heater on and off in order to keep temperature at the setpoint established via $T$. The LM335 is an active reference diode designed to produce a temperature-dependent voltage according to $V(T) = T/100$, where $T$ is absolute temperature, in kelvins. The purpose of $R_5$ is to bias the sensor.

For the circuit to work over a wide range of supply voltages, the transducer-bridge voltage must be stabilized. This function is provided by the LM339 high-beta $V$ reference diode, which is biased via $R_5$.

The circuit operates as follows. As long as temperature is above the setpoint, we have $V_2 > V_3$. $Q_O$ saturates and keeps the LM335-heater combination off. If, however, temperature drops below the setpoint, then $V_2 < V_3$. $Q_O$ is now in cutoff, thus diverting the current supplied by $R_5$ to the base of the LM335 transistor. The latter then saturates, turning the heater fully on.

Both the sensor and the heater are placed inside an oven and can be used, for instance, to control the temperature of a quartz crystal. This also forms the basis of substrate thermomixing, a technique often used to stabilize the characteristics of voltage references and log/antilog amplifiers. We will see examples in Chapter 11 and 13.
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FIGURE 9.12
On-off temperature controller.

EXAMPLE 9.3. In the circuit of Fig. 9.12 specify suitable resistances so that the set-point can be adjusted anywhere between 50°C and 100°C by means of a 5-kΩ potentiometer.

Solution. Since $V(50\degree C) = (273.2 + 50)/100 = 3.232\, V$, and $V(100\degree C) = 3.732\, V$, the current through $R_1$ is $(3.732 - 3.232)/5 = 0.1\, mA$. Consequently, $R_1 = 3.232/0.1 = 32.3\, k\Omega$ (use 32.4\, k\Omega, 1\%); and $R_2 = (6.9 - 3.732)/0.1 = 31.7\, k\Omega$ (use 31.6\, k\Omega, 1\%).

Window Detectors

The function of a window detector, also called a window comparator, is to indicate when a given voltage falls within a specified band, or window. This function is implemented with a pair of level detectors, whose thresholds $V_{TH}$ and $V_{TL}$ define the lower and upper limits of the window. Referring to Fig. 9.13a, we observe that as long as $V_{TL} < v_I < V_{TH}$, both $Q_{Q1}$ and $Q_{Q2}$ are off, so $R_c$ pulls $v_o$ to $V_{CC}$ to yield a high output. Should, however, $v_I$ fall outside the range, the output BJT of one of the comparators will go on ($Q_{Q1}$ for $v_I > V_{TH}$, $Q_{Q2}$ for $v_I < V_{TL}$) and bring $v_o$ near 0 V. Figure 9.13b shows the resulting VTC.

If $R_c$ is replaced by an LED in series with a suitable current-limiting resistor, the LED will glow whenever $v_I$ falls outside the window. If we wish the LED to glow whenever $v_I$ falls inside the window, then we must insert an inverting stage between the comparators and the LED-resistor combination. An inverter example is offered by the 2N2222 BJT of Fig. 9.14.

The window detector shown monitors whether its own supply voltage is within tolerance. The top comparator pulls the base of the 2N2222 BJT low whenever $V_{CC}$ drops below a given lower limit, and the bottom comparator pulls the base low whenever $V_{CC}$ rises above a given upper limit; in either case the LED is off. For $V_{CC}$ within tolerance, however, the output BJTs of both comparators are off, letting $R_4$ turn on the 2N2222 BJT and thus causing the LED to glow.

FIGURE 9.13
Window detector and its VTC.

FIGURE 9.14
Power-supply monitor; LED glows as long as $V_{CC}$ is within specification.
Window comparators are used in production-line testing to sort out circuits that fail to meet a given tolerance. In this and other automatic test and measurement applications, $V_{IL}$ and $V_{IH}$ are usually provided by a computer via a pair of D-A converters.

Bar Graph Meters

A bar graph meter provides a visual indication of the input signal level. The circuit is a generalization of the window detector in that it partitions the input signal range into a string of consecutive windows, or steps, and uses a string of comparator-LED pairs to indicate the window within which the input falls at a given time. The larger the number of windows, the higher the resolution of the bar display.

Figure 9.15 shows the block diagram of the popular LM3914 bar graph meter (National Semiconductor). The upper and lower limits of the signal range are set by the user via the voltages applied to the reference low ($V_{RLO}$) and the reference high ($V_{RHI}$) input pins. An internal resistance string partitions this range into ten consecutive windows, and each comparator causes the corresponding LED to glow whenever $V$ rises above the reference voltage available at the corresponding tap. The input level can be visualized either in bar graph form, or as a moving dot, depending on the logic level applied at the mode control pin 9.

The circuit also includes an input buffer to prevent loading the external source and a 1.25-V reference source to facilitate input range programming. With the connection of Fig. 9.15 the input range is from 0 V to 1.25 V; however, bootstrapping the reference source, as in Fig. 9.16, expands the upper limit to $(1 + R_2/R_1)1.25 + R_2/I_{ADJ}$, where $I_{ADJ}$ is the current flowing out of pin 8. Since $I_{ADJ} \approx 75 \mu A$, specifying $R_2$ in the low-kilohm range will make the $R_2/I_{ADJ}$ term negligible, so the input range is from 0 V to $(1 + R_2/R_1)1.25$ V. A variety of other configurations are possible, such as multiple-device cascading for greater resolution, and zero-center meter operation. Consult the data sheets for more details.

The LM3915 is similar to the LM3914, except that the resistance string values have been chosen to give 3-dB logarithmic steps. This type of display is intended for signals with wide dynamic ranges, such as audio level, power, and light intensity.

The LM3916 is similar to the LM3915, except that the steps are chosen to configure the device for VU meter readings, the type of readings commonly used in audio and radio applications.

**Example 9.4.** Specify suitable component values so that the LED of Fig. 9.14 glows for $V_{IL}$ within the band 5 V ±5%, which is the band usually required by digital circuits to work according to specification. Assume $V_{LED} \equiv 1.5$ V, and impose $I_{LED} \equiv 10$ mA and $f_{ADJ222} \equiv 1$ mA.

**Solution.** For $V_{IL} = 5 + 5\% = 5.25$ V we want $V_{P} = 2.5$ V for the bottom comparator, for $V_{IL} = 5 - 5\% = 4.75$ V we want $V_{P} = 2.5$ V for the top comparator. Using the voltage divider formula twice gives $2.5/5.25 = R_1/(R_1 + R_2 + R_3)$, and $2.5/4.75 = (R_1 + R_2)/(R_1 + R_2 + R_3)$. Let $R_1 = 10.0$ kΩ; then we get $R_2 = 1.05$ kΩ and $R_3 = 10.0$ kΩ. Moreover, $R_1 = (5 - 0.7)/1 = 4.3$ kΩ, $R_3 = (5 - 2.5)/1 \equiv 2.7$ kΩ, and $R_3 = (5 - 1.5)/10 \equiv 0.3$ kΩ.

**Figure 9.15**

The LM3914 dot/bar display driver. (Courtesy of National Semiconductor.)
The waveforms are shown in Fig. 9.18. The degree of symmetry of \( v_{O} \) is expressed via the duty cycle

\[
D(\%) = 100 \frac{T_H}{T_L + T_H}
\]

(9.6)

where \( T_L \) and \( T_H \) denote, respectively, the times spent by \( v_{O} \) in the low and the high state within a given cycle of \( V_{TR} \). For instance, if \( v_{O} \) is high for 0.75 ms and low for 0.25 ms, then

\[
D(\%) = 100 \times \frac{0.75}{0.75 + 0.25} = 75\%
\]

It is readily seen that for the example illustrated we have

\[
D(\%) = 100 \frac{V_j}{V_m} \tag{9.7}
\]

indicating that varying \( V_j \) over the range \( 0 < V_j < V_m \) varies \( D \) over the range \( 0\% < D < 100\% \). We can regard \( V_{O} \) as a train of pulses whose widths are controlled, or modulated, by \( V_j \). Pulse-width modulation (PWM) finds application in signal transmission and power control.
Having investigated the behavior of high-gain amplifiers with no feedback, we now turn to amplifiers with positive feedback, also known as Schmitt triggers. While negative feedback tends to keep the amplifier within the linear region, positive feedback forces it into saturation. The two types of feedback are compared in Fig. 9.19. At power turn-on, both circuits start out with \( v_O = 0 \). However, any input disturbance that might try to force \( v_O \) away from zero will elicit opposite responses. The amplifier with negative feedback will tend to neutralize the perturbation and return to the equilibrium state \( v_O = 0 \). Not so in the case of positive feedback, for now the reaction is in the same direction as the perturbation, indicating a tendency to reinforce rather than neutralize it. The ensuing regenerative effect will drive the amplifier into saturation, indicating two stable states, namely, \( v_O = V_{OH} \) and \( v_O = V_{OL} \).

**FIGURE 9.19**
Mechanical models of (a) negative and (b) positive feedback.

In Fig. 9.19 negative feedback is likened to a ball at the bottom of a bowl, and positive feedback to a ball at the top of a dome. If we shake the bowl to simulate electronic noise, the ball will eventually return to its equilibrium position at the bottom, but shaking the dome will cause the ball to fail to either side.

**Inverting Schmitt Trigger**

The circuit of Fig. 9.20a uses a voltage divider to provide positive dc feedback around a 301 op amp. The circuit can be viewed as an inverting-type threshold detector whose threshold is controlled by the output. Since the output has two stable states, this threshold has two possible values, namely,

\[
V_{TH} = \frac{R_1}{R_1 + R_2} V_{OH} \quad V_{TL} = \frac{R_1}{R_1 + R_2} V_{OL} \quad (9.8)
\]

With the output saturating at ±13 V, the component values shown give \( V_{TH} = +5 \) V and \( V_{TL} = -5 \) V, also expressed as \( V_T = ±5 \) V.

The best way to visualize circuit behavior is by deriving its VTC. Thus, for \( v_I \ll 0 \), the amplifier saturates at \( V_{OH} = +13 \) V, giving \( v_P = V_{TH} = +5 \) V. Increasing \( v_I \) moves the operating point along the upper segment of the curve until \( v_I \) reaches \( V_{TH} \). At this juncture the regenerative action of positive feedback causes \( v_O \)

to snap from \( V_{OH} \) to \( V_{OL} \), as fast as the amplifier can swing. This, in turn, causes \( v_P \) to snap from \( V_{TH} \) to \( V_{TL} \), or from +5 V to -5 V. If we wish to change the output state again, we must now lower \( v_I \) all the way down to \( v_P = V_{TL} = -5 \) V, at which juncture \( v_O \) will snap back to \( V_{OH} \). In summary, as soon as \( v_M = v_I \) approaches \( v_P = V_T, v_O \) and, hence, \( v_P \), snap away from \( v_M \). This behavior is opposite to that of negative feedback, where \( v_M \) tracks \( v_P \).

Looking at the VTC of Fig. 9.20b, we observe that when coming from the left, the threshold is \( V_{TH} \), and when coming from the right it is \( V_{TL} \). This can also be appreciated from the waveforms of Fig. 9.20c, where it is seen that during the times of increasing \( v_I \) the output snaps when \( v_I \) crosses \( V_{TH} \), but during the times of decreasing \( v_I \) it snaps when \( v_I \) crosses \( V_{TL} \). Note also that the horizontal portions of the VTC can be traveled in either direction, under external control, but the vertical portions can be traveled only clockwise, under the regenerative effect of positive feedback.

A VTC with two separate tripping points is said to exhibit hysteresis. The hysteresis width is defined as

\[
\Delta V_T = V_{TH} - V_{TL}
\]

and in the present case can be expressed as

\[
\Delta V_T = \frac{R_1}{R_1 + R_2} (V_{OH} - V_{OL})
\]

With the component values shown, \( \Delta V_T = 10 \) V. If desired, \( \Delta V_T \) can be varied by changing the ratio \( R_1/R_2 \). Decreasing this ratio will bring \( V_{TH} \) and \( V_{TL} \) closer together until, in the limit \( R_1/R_2 \to 0 \), the two vertical segments coalesce at the origin. The circuit is then an inverting zero-crossing detector.

**Noninverting Schmitt Trigger**

The circuit of Fig. 9.21a is similar to that of Fig. 9.20a, except that \( v_I \) is now applied at the noninverting side. For \( v_I \ll 0 \), the output will saturate at \( V_{OL} \). If we want \( v_O \)
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FIGURE 9.11
Noninverting Schmitt trigger, VTC, and sample waveforms.

as we know, the circuit gives \( V_{OL} \approx 0 \) V. To achieve \( V_{OL} \approx V_{CC} \), we specify \( R_4 \ll R_1 \parallel R_3 \). Then, imposing \( v_P = V_{TL} \) for \( v_O = V_{OL} = 0 \), and \( v_P = V_{TH} \) for \( v_O = V_{OH} = V_{CC} \), we get

\[
V_{TL} = \frac{R_1 \parallel R_3}{R_1 \parallel R_3} \frac{V_{CC}}{R_2} \quad V_{TH} = \frac{R_1}{R_1 + (R_2 \parallel R_3)} \frac{V_{CC}}{
\]

Rearranging gives

\[
\frac{1}{R_2} = \frac{V_{TL}}{V_{CC} - V_{TL}} \left( \frac{1}{R_1} + \frac{1}{R_3} \right) \quad \frac{1}{R_1} = \frac{V_{CC} - V_{TH}}{V_{TH}} \left( \frac{1}{R_2} + \frac{1}{R_3} \right)
\]

Since we have two equations and four unknown resistances, we fix two, say, \( R_4 \) and \( R_3 \gg R_4 \), and then solve for the other two.

EXAMPLE 9.5. Let the comparator of Fig. 9.22a be the LM339 type with \( V_{CC} = 5 \) V. Specify suitable resistances for \( V_{OL} = 0 \) V, \( V_{OH} = 5 \) V, \( V_{TL} = 1.5 \) V, and \( V_{TH} = 2.5 \) V.

Solution. Let \( R_4 = 2.2 \) k\( \Omega \) (a reasonable value) and let \( R_1 = 100 \) k\( \Omega \) (which is much greater than 2.2 k\( \Omega \)). Then, \( 1/R_2 = (1.5/3.5)(1/R_1 + 1/100) \) and \( 1/R_1 = 1/R_2 + 1/100 \). Solving yields \( R_1 = 40 \) k\( \Omega \) (use 39 k\( \Omega \)) and \( R_2 = 66.7 \) k\( \Omega \) (use 68 k\( \Omega \)).

Figure 9.23a shows the noninverting realization of the single-supply Schmitt trigger. Here, the function of \( R_1 \) and \( R_2 \) is to provide a suitable bias for \( v_T \). Implying \( R_3 \ll R_1 + R_2 \) to ensure \( V_{OH} \approx V_{CC} \), and following a similar line of reasoning,
When processing slowly varying signals, comparators tend to produce multiple output transitions, or bounces, as the input crosses the threshold region. Figure 9.24 shows an example. Referred to as comparator chatter, these bounces are due to ac noise invariably superimposed on the input signal, especially in industrial environments. As this signal crosses the threshold region, noise is amplified with the open-loop gain, causing output chatter. For instance, the LM311 comparator, whose gain is typically $200 \text{ V/mV}$, requires an input noise spike of only \((5/200,000)=25 \mu\text{V}\) to cause a 5-V output swing. Chatter is unacceptable in counter-based applications.

The problem is eliminated with the help of hysteresis, as shown in Fig. 9.25. In this case, as soon as \(v_I\) crosses the present threshold, the circuit snaps and activates the other threshold, so \(v_I\) must swing back to the new threshold in order to make \(v_O\) snap again. Making the hysteresis width greater than the maximum peak-to-peak amplitude of noise prevents spurious output transitions.

Even in situations where the input signal is relatively clean, it always pays to introduce a small amount of hysteresis, say, a few millivolts, to stave off potential oscillations due to stray ac feedback caused by parasitic capacitances and the distributed impedances of the power-supply and ground busses. This stabilization technique is particularly important in flash A-D converters.

**Hysteresis in On-Off Controllers**

Hysteresis is used in on-off control to avoid overfrequent cycling of pumps, furnaces, and motors. Consider, for instance, the temperature controller discussed in connection with Fig. 9.12. We can easily turn it into a home thermostat by having the comparator drive a power switch like a relay or a triac to turn a home furnace on or off. Starting with temperatures below the setpoint, the comparator will activate the furnace and cause temperature to rise. This rise is monitored by the temperature sensor and conveyed to the comparator in the form of an increasing voltage. As soon as the temperature reaches the setpoint, the comparator will trip and shut off the furnace. However, the smallest temperature drop following furnace shut off will suffice to trip the comparator back to the active state. As a result, the furnace will be cycled on and off at a rapid pace, a very taxing affair.

In general, temperature need not be regulated to such a sharp degree. Allowing a hysteresis of a few degrees will still ensure a comfortable environment and yet
EXAMPLE 9.6. Modify the temperature controller of Example 9.3 to ensure a hysteresis of about ±1 °C. The LM395 power BJT has typically \( V_{BE} \approx 0.9 \) V.

**Solution.** Connect a positive-feedback resistance \( R_p \) between the output \( V_o \) and the noninverting input \( v_p \) of the comparator, so that

\[
\Delta V_f = \Delta V_c/R_f/(R_e + R_f),
\]

where \( R_e \) is the equivalent resistance presented to \( R_f \) by the wiper. With the wiper in the middle, \( R_e = (R_f + R_e)/2 \left( R_f + R_e/2 \right) = 17.2 \Omega \). Using \( \Delta V_c = 0.9 \) V and \( \Delta V_f = \pm 1 \times 10 \text{ mV} = 20 \text{ mV} \), and solving, we get \( R_f \approx 750 \Omega \).

---

**9.4 PRECISION RECTIFIERS**

A half-wave rectifier (HWR) is a circuit that passes only the positive (or only the negative) portion of a wave, while blocking out the other portion. The transfer characteristic of the positive HWR, pictured in Fig. 9.25(a), is

\[
v_O = v_I \quad \text{for } v_I > 0 \quad (9.15a)
\]

\[
v_O = 0 \quad \text{for } v_I < 0 \quad (9.15b)
\]

A full-wave rectifier (FWR), besides passing the positive portion, inverts and then passes also the negative portion. Its transfer characteristic, depicted in Fig. 9.25(b), is

\[
v_O = v_I \quad \text{for } v_I > 0, \quad \text{and} \quad v_O = -v_I \quad \text{for } v_I < 0, \quad \text{or, more concisely,} \quad v_O = |v_I| \quad (9.16)
\]

An FWR is also referred to as an absolute-value circuit.

![Figure 9.26](attachment:image.png)

**FIGURE 9.26**

Half-wave rectifier (HWR) and full-wave rectifier (FWR).

Rectifiers are implemented using nonlinear devices such as diodes. The nonzero forward-voltage drop \( V_{D(on)} \) of a practical diode may cause intolerable errors in low-level signal rectification. As we shall see, this shortcoming is avoided by placing the diode inside the negative-feedback path of an op amp.

**Half-Wave Rectifiers**

The analysis of the circuit of Fig. 9.27 is facilitated if we consider the cases \( v_I > 0 \) and \( v_I < 0 \) separately.

1. \( v_I > 0 \): In response to a positive input, the op amp output \( v_{OM} \) will also swing positive, turning on the diode and thus creating the negative-feedback path shown in Fig. 9.28a. This allows us to apply the voltage-short principle and write \( v_O = v_I \). We observe that to make \( v_O \) track \( v_I \), the op amp rides its output a diode drop above \( v_O \), that is, \( v_{OM} = v_O + V_{D(on)} \approx v_O + 0.7 \) V. Placing the diode within the feedback loop in effect eliminates any errors due to its forward-voltage drop. To emphasize this dramatic effect of negative feedback, the diode-op amp combination is referred to as a superdiode.

2. \( v_I < 0 \): Now the op amp output swings negative, turning the diode off and thus causing the current through \( R \) to go to zero. Hence, \( v_O = 0 \). As pictured in Fig. 9.28b, the op amp is now operating in the open-loop mode, and since \( v_P < v_N \), the output saturates at \( v_{OM} = V_{OL} \). With \( V_{EE} = -15 \) V, \( v_{OM} \approx -13 \) V.

A disadvantage of this circuit is that when \( v_I \) changes from negative to positive, the op amp output has to come out of saturation and then swing all the way from \( v_{OM} = V_{OL} \approx -13 \) V to \( v_{OM} \approx v_I + 0.7 \) V in order to close the feedback loop. All this takes time, and if \( v_I \) has changed appreciably meanwhile, \( v_O \) may exhibit
intolerable distortion. The improved HWR of Fig. 9.29a alleviates this inconvenience by using a second diode to clamp the negative saturation level just a diode drop below ground. Proceeding as usual, we identify two cases:

1. \( v_I > 0 \): A positive input causes \( D_1 \) to conduct, thus creating a negative-feedback path around the op amp. By the virtual-ground principle we have \( v_N = 0 \), indicating that \( D_1 \) now clamps the op amp output at \( v_{OA} = V_{D1(on)} \). Moreover, \( D_2 \) is off, so no current flows through \( R_2 \) and, hence, \( v_O = 0 \).

2. \( v_I < 0 \): A negative input causes the op amp output to swing positive, thus turning \( D_2 \) on. This creates an alternative negative-feedback path via \( D_2 \) and \( R_2 \), which still ensures \( v_N = 0 \). Clearly, \( D_1 \) is now off, so the current sourced by the op amp to \( R_2 \) must equal the current sunk by \( R_1 \) from \( v_I \), or \( (v_O - 0)/R_2 = (0 - v_I)/R_1 \). This gives \( v_O = -(R_2/R_1)v_I \). Moreover, \( v_{OA} = v_O + V_{D2(on)} \).

Circuit behavior is summarized as

\[
\begin{align*}
v_O &= 0 \quad \text{for} \ v_I > 0 \\
v_O &= -(R_2/R_1)v_I \quad \text{for} \ v_I < 0
\end{align*}
\]

and the VTC is shown in Fig. 9.29b. In words, the circuit acts as an inverting HWR with gain. The op amp output \( v_{OA} \) still rides a diode drop above \( v_O \) when \( v_O > 0 \); however, when \( v_O = 0 \), \( v_{OA} \) is clamped at about \(-0.7 \) V, that is, within the linear region. Consequently, the absence of all saturation-related delays and the reduced output voltage swing result in much improved dynamics.

Full-Wave Rectifiers

One way of synthesizing the absolute value of a signal is by combining the signal itself with its inverted half-wave rectified version in a 1-to-2 ratio, as shown in Fig. 9.30. Here \( OA_1 \) provides inverting half-wave rectification, and \( OA_2 \) sums \( v_I \) and the HWR output \( v_{HW} \) in a 1-to-2 ratio to give \( v_O = -(R_3/R_4)v_I - (R_3/R_4)v_{HW} \). Considering that \( v_{HW} = -(R_2/R_1)v_I \) for \( v_I > 0 \), and \( v_{HW} = 0 \) for \( v_I < 0 \), we can write

\[
\begin{align*}
v_O &= A_Pv_I \quad \text{for} \ v_I > 0 \\
v_O &= -A_nv_I \quad \text{for} \ v_I < 0
\end{align*}
\]

where

\[
A_n = \frac{R_5}{R_6} \quad A_P = \frac{R_2R_5}{R_1R_3} - A_n
\]

We want both halves of the input wave to be amplified by the same gain \( A_P = A_n = A \), for then we can write \( v_O = Av_I \) for \( v_I > 0 \) and \( v_O = -Av_I \) for \( v_I < 0 \), or, concisely,

\[
v_O = Av_I
\]

One way of achieving this goal is by imposing \( R_1 = R_2 = R_4 = R \), \( R_3 = R/2 \), and \( R_5 = AR \), as shown; then, \( A = R_3/R \).

Because of resistance tolerances, \( A_P \) and \( A_n \) will generally differ from each other. Their difference

\[
A_P - A_n = \frac{R_2R_5}{R_1R_3} - \frac{2R_5}{R_4}
\]

is maximized when \( R_2 \) and \( R_5 \) are maximized and \( R_1 \) and \( R_3 \) are minimized. \( R_5 \) can be ignored since it appears in both terms.) Denoting percentage tolerance as \( p \) and substituting \( R_2 \) and \( R_5 \) are maximized and \( R_1 \) and \( R_3 \) are minimized. \( R_5 \) can be ignored since it appears in both terms.) Denoting percentage tolerance as \( p \) and substituting

\[
|A_P - A_n|_{\text{max}} = 2A \left( \frac{1 + p}{(1 - p)^2} - \frac{1}{1 + p} \right)
\]

where \( A = R_3/R \). For \( p \ll 1 \) we can ignore higher-order powers of \( p \) and use the approximations \((1 \pm p)^{-1} \approx (1 \mp p)\). This allows us to estimate the maximum percentage difference between \( A_P \) and \( A_n \) as

\[
\frac{100}{A_{\text{max}}} \left| \frac{A_P - A_n}{A} \right| \approx 800p
\]

For instance, with \( 1\% \) resistances, \( A_P \) and \( A_n \) may differ from each other by as much as about \( 800 \times 0.01 = 8\% \). To minimize this error, we can either use more precise resistors, such as laser-trimmed IC resistor arrays, or trim one of the first four resistors, say, \( R_2 \).

The alternative FWR realization of Fig. 9.31 requires only two matched resistors. For \( v_I > 0 \), \( D_1 \) is on, allowing \( OA_1 \) to keep its inverting input at virtual ground.
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\[ R, = (A^{-1}) R' \]

With the output of \( OA_1 \) clamped at \(-V_{DJOA}\), \( D_2 \) is off, allowing \( R_4 \) to transmit \( v_I \) to \( OA_2 \). The latter, acting as a noninverting amplifier, gives \( v_O = A_P v_I \),

\[ A_P = 1 + \frac{R_3}{R_2} \]

For \( v_I < 0 \), \( D_1 \) is off and \( D_2 \) is forward biased by \( R_4 \). \( OA_1 \) still keeps its inverting input at virtual ground, but via the feedback path \( D_2-OA_2-R_3-R_2 \). By KCL, \((0-v_I)/R_1 = (v_O - 0)/(R_2 + R_3) \), or \( v_O = -A_n v_I \).

\[ A_n = \frac{R_2 + R_3}{R_1} \]

Imposing \( A_P = A_n = A \) allows us to write concisely \( v_O = A |v_I| \). This condition is met by imposing \( R_1 = R_2 = R \) and \( R_3 = (A - 1) R \), as shown. Clearly, only two matched resistances are needed.

Ac-dc Converters

The most common application of precision absolute-value circuits is ac-dc conversion, that is, the generation of a dc voltage proportional to the amplitude of a given ac wave. To accomplish this task, the ac signal is first full-wave rectified, and then low-pass filtered to synthesize a dc voltage. This voltage is the average of the rectified wave,

\[ V_{\text{avg}} = \frac{1}{T} \int_0^T |v(t)| \, dt \]

where \( v(t) \) is the ac wave and \( T \) is its period. Substituting \( v(t) = V_m \sin 2\pi ft \), where \( V_m \) is the peak amplitude and \( f = 1/T \) is the frequency, gives

\[ V_{\text{avg}} = (2/\pi) V_m = 0.637 V_m \]

An ac-dc converter is calibrated so that when fed with an ac signal it gives its root-mean-square (rms) value,

\[ V_{\text{rms}} = \left( \frac{1}{T} \int_0^T v^2(t) \, dt \right)^{1/2} \]

Substituting \( v(t) = V_m \sin 2\pi ft \) and integrating gives

\[ V_{\text{rms}} = V_m / \sqrt{2} = 0.707 V_m \]

The relationships between average and rms values and peak value are depicted in Fig. 9.32a. These relationships, which hold for sinusoidal waves but not necessarily for other waveforms, indicate that in order to obtain \( V_{\text{rms}} \) from \( V_{\text{avg}} \), we need to multiply the latter by \( (1/\sqrt{2})/(2/\pi) = 1.11 \). The complete block diagram of an ac-dc converter is thus as in Fig. 9.32b.

Figure 9.33 shows a practical ac-dc converter implementation. The gain of 1.11 V/V is adjusted by means of the 50-kΩ pot, and the capacitance provides low-pass filtering with cutoff frequency \( f_0 = 1/2\pi R_3 C \), where \( R_3 \) is the net resistance in parallel with \( C \), or \( f_0 = 0.717 \text{ Hz} \). Using the LT1122 fast-settling JFET-input op amps allow the circuit to process a 10-V peak-to-peak ac signal with a 2-MHz bandwidth.

The capacitance must be sufficiently large to keep the residual output ripple within specified limits. This requires that \( f_0 \) be well below the minimum operating frequency.
frequency $f_{\text{min}}$. Since an FWR doubles the frequency, the criterion for specifying $C$ becomes

$$C \gg \frac{1}{4\pi R_s f_{\text{min}}}$$

As a conservative rule of thumb, $C$ should exceed the right-hand term by the inverse of the fractional ripple error that can be tolerated at the output. For instance, for a 1% ripple error, $C$ should be about 1/0.01 = 100 times as large as the right-hand term. To remain within this error all the way down to the low end of the audio range, so that $f_{\text{min}} = 20$ Hz, the above circuit would require $C = 100/(4\pi \times 222 \times 10^3 \times 20) \approx 1.8 \mu F$.

### 9.5 ANALOG SWITCHES

Many circuits require electronic switches, that is, switches whose state is voltage-programmable. Chopper amplifiers, D-A converters, function generators, S/H amplifiers, and switching power supplies are common examples. Switches are also used to route signals in data acquisition systems, and to reconfigure circuits in programmable instrumentation.

**FIGURE 9.34**

Ideal switch and its $i$-$v$ characteristics.

As depicted in Fig. 9.34a, $SW$ closes or opens, depending on the logic level at the control input $C/O$. When $SW$ is closed it drops zero voltage regardless of the current, and when $SW$ is open it draws zero current regardless of the voltage, thus giving the characteristic of Fig. 9.34b. This behavior can be approximated by any device capable of high on-off resistance ratios, such as field-effect transistors (FETs). An FET acts as a variable resistor called channel, whose resistance is controlled by the voltage applied between a control terminal called gate $G$ and one of the channel terminals. These terminals, called source $S$ and drain $D$, are usually interchangeable because the FET structure is symmetric.

**JFET Switches**

Figure 9.35 shows the characteristics of the $n$-channel JFET, or $n$-JFET for short. Each curve represents the $i$-$v$ characteristic of the channel for a different value of the control voltage $V_{GS}$ applied between gate and source. For $V_{GS} = 0$ the channel is highly conductive, this being the reason why JFETs are said to be normally on devices. Making $V_{GS}$ progressively more negative reduces channel conductivity until a cutoff threshold $V_{GS(\text{off})} < 0$ is reached, such that for $V_{GS} \leq V_{GS(\text{off})}$ conductivity drops to zero and the channel acts as an open circuit. $V_{GS(\text{off})}$ is typically in the range of $-0.5$ V to $-10$ V, depending on the device.

In switch applications we are interested only in two curves, the ones corresponding to $V_{GS} = 0$ and $V_{GS} \leq V_{GS(\text{off})}$. The former is highly nonlinear; however, when the channel is used as a closed switch, its operation is near $V_{GS} = 0$, where the curve is fairly steep and linear. The slope is inversely proportional to a resistance $r_{ds(on)}$ called the dynamic resistance of the channel.

$$\frac{dI_D}{dV_{GS}} = \frac{1}{r_{ds(on)}} \quad (9.21)$$

For ideal switch operation, this resistance should be zero; in practice, it is typically in the range of $10^2$ $\Omega$ or less, depending on the device type.

When the channel is off, its resistance is virtually infinite. The only currents of potential concern in this case are the leakage currents, namely, the drain cutoff current $I_{D(\text{off})}$ and the gate reverse current $I_{GS}$. At ambient temperature these currents are typically in the picampere range; however, they double with about every $10^\circ C$ increase. This can be of concern in certain applications, as we shall see.

A popular $n$-JFET switch is the 2N4391 (Siliconix), whose room-temperature ratings are: $-4 \leq V_{GS(\text{off})} \leq -10$ V, $r_{ds(on)} \leq 30$ $\Omega$, $I_{D(\text{off})} \leq 100$ pA, $I_{GS} \leq 100$ pA flowing out of the gate, turn-on delay $\leq 15$ ns, and turn-off delay $\leq 20$ ns. Figure 9.36 illustrates a typical switch application. The function of the switch is to provide a make/break connection between a source $v_I$ and a load $R_L$, whereas the function of the switch driver is to translate the TTL-compatible logic command $O/C$ to the proper gate drive.

With $O/C$ low ($\approx 0$ V), the E-B junction of $Q_1$ is off, so both $Q_1$ and $Q_2$ are off. By the pullup action of $R_2$, $D_1$ is reverse-biased, allowing $R_1$ to keep the gate at the same potential as the channel. We thus have $v_{GS} = 0$ regardless of $v_I$, so the switch is heavily on.
With O/C high (\( \approx 5 \text{ V} \)), \( Q_1 \) conducts and forces \( Q_2 \) to saturate, thus pulling the gate close to \(-15 \text{ V}\). With a gate voltage this negative, the switch is off. To prevent \( 1 \) from inadvertently going on, we must limit \( V_I \) in the negative direction.

When the control input O/C is low we have \( V_{GS} \approx 0 \), indicating that \( 1 \) is heavily on. To compensate for the presence of \( r_{ds(on)} \), a dummy JFET \( 2 \) is used in the feedback path of the op amp with the gate and source tied together to keep it permanently on. \( 1 \) and \( 2 \) are matched devices to ensure \( r_{ds(2(on))} = r_{ds(1(on))} \) and, hence, \( V_D/V_I = -1 \text{ V/N} \).

When O/C is high, or \( V_{GS} > V_{GS(off)} \), \( 1 \) is off and signal propagation is thus inhibited, so now \( V_D/V_I = 0 \). \( D_1 \) provides a clamping function to prevent the channel from inadvertently turning on during the positive alternations of \( V_I \). Summarizing, the circuit provides unity gain when O/C is low, and zero gain when O/C is high.

The principle of Fig. 9.37 is especially useful in summing-amplifier applications. Replicating the input resistor-diode-switch combination \( k \) times gives a \( k \)-channel analog multiplexer, a device widely used in data acquisition and audio signal switching. The AH5010 quad switch (National Semiconductor) consists of four p-FET switches and relative diode clamps plus a dummy FET in the same package. With an external op amp and five resistors, one can implement a four-channel multiplexer, and by cascading multiple AH5010s one can expand to virtually any number of channels.

**FIGURE 9.37**
Analog-ground-switch using p-channel JFETs.

When the control input O/C is low we have \( V_{GS} \equiv 0 \), indicating that \( 1 \) is heavily on. To compensate for the presence of \( r_{ds(1(on))} \), a dummy JFET \( 2 \) is used in the feedback path of the op amp with the gate and source tied together to keep it permanently on. \( 1 \) and \( 2 \) are matched devices to ensure \( r_{ds(2(on))} = r_{ds(1(on))} \) and, hence, \( V_D/V_I = -1 \text{ V/N} \).

When O/C is high, or \( V_{GS} > V_{GS(off)} \), \( 1 \) is off and signal propagation is thus inhibited, so now \( V_D/V_I = 0 \). \( D_1 \) provides a clamping function to prevent the channel from inadvertently turning on during the positive alternations of \( V_I \). Summarizing, the circuit provides unity gain when O/C is low, and zero gain when O/C is high.

The principle of Fig. 9.37 is especially useful in summing-amplifier applications. Replicating the input resistor-diode-switch combination \( k \) times gives a \( k \)-channel analog multiplexer, a device widely used in data acquisition and audio signal switching. The AH5010 quad switch (National Semiconductor) consists of four p-FET switches and relative diode clamps plus a dummy FET in the same package. With an external op amp and five resistors, one can implement a four-channel multiplexer, and by cascading multiple AH5010s one can expand to virtually any number of channels.

**MOSET Switches**

Since MOS technology forms the basis of digital VLSI, MOS switches are particularly attractive when analog and digital functions must coexist on the same chip. MOSFETs are available both in normally on, or depletion, versions, and in normally off, or enhancement, versions. The latter are by far the most common, since they form the basis of CMOS technology.

Figure 9.38 shows the characteristics of the enhancement n-channel MOSFET, or n-MOSFET, for short. This behavior is similar to that of the n-JFET, except that with \( V_{GS} = 0 \) the device is off. To make the channel conductive, \( V_{GS} \) must be raised above some threshold \( V_{GS(on)} > 0 \); the greater \( V_{GS} \) compared to \( V_{GS(on)} \), the more conductive the channel. When operated in a virtual-ground arrangement of the type of Fig. 9.37, an n-MOSFET opens when the gate voltage is low, and closes when the gate voltage is high.

If the n-MOSFET is connected in a floating arrangement of the type of Fig. 9.36, the on-state conductivity is no longer uniformly high, but varies with \( V_I \) since \( V_{GS} \) itself is a function of \( V_I \). The channel is much less conductive during positive...
However, as a team, they offer a combined parallel resistance that is reasonably low throughout the entire range $V_{SS} \leq v_1 \leq V_{DD}$. Finally, when C/O is low, both FETs are off and signal transmission is inhibited.

Also called a transmission gate, the basic configuration of Fig. 9.39a is available in a variety of versions and performance ratings. Two of the oldest examples are the CD4056 quad bilateral switch and the CD4051 eight-channel multiplexer/demultiplexer, originally introduced by RCA. The 4051 also provides logic-level translation to allow the switches to work with bipolar analog signals while accepting unipolar logic levels. A wide variety of other MOS-switch products can be found by consulting the data books.

**9.6 PEAK DETECTORS**

The function of a peak detector is to capture the peak value of the input and yield $v_O = v_{1(peak)}$. To achieve this goal, $v_O$ is made to track $v_1$ until the peak value is reached. This value is then held until a new, larger peak comes along, in which case the circuit will update $v_O$ to the new peak value. Figure 9.40a shows an example of input and output waveforms. Peak detectors find application in test and measurement instrumentation.

From the above description we identify the following four blocks: (a) an analog memory to hold the value of the most recent peak—this is the capacitor, whose ability to store charge makes it act as a voltage memory, as per $V = Q/C$; (b) a unidirectional current switch to further charge the capacitor when a new peak comes along; this is the diode; (c) a device to force the capacitance voltage to track the input voltage when a new peak comes along; this is the voltage follower; (d) a switch to periodically reinitialize $v_O$ to zero: this is accomplished with a FET discharge switch in parallel with the capacitor.

In the circuit of Fig. 9.40b the above tasks are performed, respectively, by $C_H$, $D_1$, $OA_1$, and SW. The function of $OA_2$ is to buffer the capacitor voltage to prevent discharge by $R$ and by any external load. Moreover, $D_1$ and $R$ prevent $OA_1$ from
saturating after a peak has been detected, and thus speed up recovery when a new peak comes along. The circuit operates as follows.

With the arrival of a new peak, OA1 swings its output \( v_1 \) positive, turning \( D_1 \) off and \( D_2 \) on as shown in Fig. 9.41a. OA1 uses the feedback path \( D_2\text{-}O\!\!A_2\text{-}R \) to maintain a virtual short between its inputs. Since no current flows through \( R \), the result is that \( v_O \) will track \( v_1 \). During this mode, aptly called the track mode, OA1 sources current to charge \( C_H \) via \( D_2 \), and its output rides a diode drop above \( v_O \), or

\[
v_1 = v_O + V_{D2}\text{(on)}.
\]

After peaking, \( v_1 \) starts to decrease, causing the output of OA1 also to decrease. Consequently, \( D_2 \) goes off and \( D_1 \) goes on, thus providing an alternative feedback path for OA1, as depicted in Fig. 9.41b. By the virtual-short concept, the output of OA1 now rides a diode drop below \( v_1 \), or \( v_1 = v_O + V_{D1}\text{(on)} \). During this mode, called the hold mode, the capacitor voltage remains constant, and the function of \( R \) is to provide a current path for \( D_1 \).

We observe that placing \( D_2 \) and OA2 within the feedback path of OA1 eliminates any errors due to the voltage drop across \( D_2 \) and the input offset voltage of OA2. All that is required at the input of OA2 is a sufficiently low input bias current to minimize capacitance discharge between peaks. The requirements of OA1 are a sufficiently low dc input error, and a sufficiently high output-current capability to charge \( C_H \) during fast peaks. Moreover, OA1 may need to be stabilized against the feedback-loop pole introduced by \( r_{o1} \) and \( C_H \), and that introduced by OA2. This is usually achieved by connecting suitable compensation capacitors in parallel with \( D_2 \) and \( R \). Typically, \( R \) is on the order of a few kilohms, and the compensation capacitances on the order of a few tens of picofarads.

It is readily seen that reversing the diode directions causes the circuit to detect the negative peaks of \( v_1 \).

Voltage Droop and Sagback

During the hold mode, \( v_O \) should remain rigorously constant. In practice, because of leakage currents, the capacitor will slowly charge or discharge, depending on leakage polarity. Leakage stems from various sources, namely, from diode, capacitor, and reset-switch leakage; printed-circuit board leakage; and the input bias current of OA2. Using the capacitance law \( i = C \frac{dv}{dt} \) and denoting the net capacitance leakage as \( I_L \), we define the voltage droop rate as

\[
\frac{dv_O}{dt} = \frac{I_L}{C_H}.
\]

For instance, a 1-nA leakage current through a 1-nF capacitance produces a voltage droop rate of \( 10^{-9}/10^{-9} = 1 \text{ V/s} = 1 \text{ mV/ms} \). Droop is minimized by reducing the individual leakage components.

The most crucial limitations of a practical capacitor in analog memory applications are leakage and dielectric absorption. Leakage causes the device to slowly discharge when in the hold mode; dielectric absorption causes the new voltage to creep back toward the previous voltage after the capacitance is subjected to a rapid voltage change. This sagback effect, stemming from charge storage phenomena in the bulk of the dielectric, can be modeled with a series of internal \( R\text{-}C \) stages, each in parallel with \( C_H \). Referring to the first-order model of Fig. 9.42a, we observe that even though \( C_H \) discharges almost instantaneously when \( SW \) is closed, \( C_D \) will retain some charge because of the series resistance \( R_D \). After \( SW \) is opened, \( C_D \) will transfer part of its charge back to \( C_H \) to achieve equilibrium, thus causing the sagback effect depicted in Fig. 9.42b. Though more than one time constant may intervene in the sag, a single time constant is often sufficient to characterize the sag, with \( C_D \), typically one or more orders of magnitude smaller than \( C_H \), and a time constant ranging from fractions of a millisecond to fractions of a second. Capacitor types are available with low leakage and low dielectric absorption. These include polystyrene, polypropylene, and Teflon types.

Printed-circuit board leakage is minimized by input guarding techniques of the type discussed in Section 5.3. In the present circuit the ring is driven by \( v_O \) and is made to surround all traces associated with the noninverting input of OA2, as shown in the practical example of Fig. 9.43.

A FET-input op amp is often chosen for OA2 to take advantage of its low-input-bias-current characteristics. However, this current doubles with about every 10°C.
increase, so if an extended range of operating temperatures is anticipated, a BJT-input op amp with ultralow-input bias current may be preferable.

When reverse biased, a diode draws a leakage current that also doubles with every 10 °C increase. The circuit of Fig. 9.43 eliminates the effect of diode leakage by using a third diode D_J and the pullup resistance R_2. During the track mode, the D_2-D_J pair acts as a unidirectional switch, but with a voltage drop twice as large. During the hold mode, R_2 pulls the anode of D_2 to the same potential as the cathode, thus eliminating D_3's leakage; the reverse bias is sustained solely by D_2.

A similar technique can be used to minimize reset-switch leakage. In the example shown, this switch is implemented with two 3N163 enhancement p-MOSFETs (Siliconix). Applying a negative pulse to their gates turns both FETs on and also discharges C_H. Upon pulse removal both FETs go off; however, with R_2 pulling the source of M_1 to the same potential as the drain, M_1's leakage is eliminated; the switch voltage is sustained solely by M_2. If TTL compatibility is desired, one can use a suitable voltage-level translator, such as the DH0034 (National Semiconductor).

A good choice for the op amps of Fig. 9.43 is a dual JFET-input device such as the precision, high-speed OP-249 op amp (Analog Devices). The diodes can be any general-purpose devices, such as the 1N914 or 1N4148 types, and suitable values for the various resistances are in the 10-kΩ range. The purpose of C_v, typically in the range of a few tens of picofarads, is to stabilize the capacitively loaded op amp OA_1 during the track mode. C_H should be large enough to reduce the effect of leakage, yet small enough to allow for its rapid charge during fast peaks. A reasonable compromise is typically in the 1-nF range.

**Speed Limitations**

Peak-detector speed is limited by the slew rates of its op amps as well as the maximum rate at which OA_1 can charge or discharge C_H. The latter is I_{sc}/C_H, where I_{sc} is the short-circuit output current of OA_1. For instance, with C_H = 0.5 nF, an op amp having SR_1 = 30 V/μs and I_{sc1} = 20 mA gives I_{sc1}/C_H = 40 V/μs, indicating that speed is limited by SR_1. However, with C_H = 1 nF, we get I_{sc1}/C_H = 20 V/μs, indicating that speed is now limited by I_{sc1}. The output current drive of OA_1 can be boosted by replacing D_3 with the B-E junction of an npn BJT, whose collector is returned to V_CC via a series resistance on the order of 10Ω to limit current spikes below a proper safety level.

**9.7 SAMPLE-AND-HOLD AMPLIFIERS**

It is often necessary to capture the value of a signal in response to a suitable logic command, and hold it until the arrival of a new capture command. We have been exposed to this concept in Chapter 5 in connection with autozeroing amplifiers, where the signal in question is an offset-nulling voltage. Other examples will be encountered in Chapter 12 in connection with A-D and D-A converters.

A sample-and-hold amplifier (SHA) is a circuit in which the value of the input signal is captured instantaneously, as shown in Fig. 9.44a. Though mathematically convenient in sampled-data theory, instantaneous capture is undesirable because of inherent dynamic limitations of physical circuits. Rather, a practical circuit is made to track the input for a prescribed time interval, and then hold its most recent value for the remainder of the cycle. The timing of the track-and-hold amplifier (THA) is shown in Fig. 9.44b. In spite of the obvious differences between the diagrams, engineers use the designations SHA and THA interchangeably.

**FIGURE 9.44**

Idealized responses of (a) the sample-and-hold amplifier (SHA), and (b) the track-and-hold amplifier (THA).
Figure 9.45 shows one of the most popular THA topologies. The circuit is reminiscent of the peak detector, except for the replacement of the diode switch with an externally controlled bidirectional switch to charge as well as discharge $C_H$, depending on the case. The circuit operates as follows.

During the track mode, $SW$ is closed to create the feedback path $SW-OA_2-R$ around $OA_1$. Due to the low voltage drop across $SW$, both diodes are off, indicating a 0-V drop across $R$. $OA_1$ thus acts as a voltage follower, providing $C_H$ with whatever current it takes to make $V_O$ track $V_I$.

During the hold mode, $SW$ is opened, allowing $C_H$ to retain whatever voltage it had at the instant of switch aperture; $OA_2$ then buffers this voltage to the outside. The function of $D_1$ and $D_2$ is to prevent $OA_1$ from saturating, and thus facilitate $OA_1$'s recovery when a new track command is received.

The switch is usually a JFET, a MOSFET, or a Schottky diode bridge, and is equipped with a suitable driver to make the TH command TTL- or CMOS-compatible. The main requirements of $OA_1$ are (a) low-input dc error, (b) adequate output current capability to rapidly charge or discharge $C_H$, (c) high open-loop gain to minimize the gain error and errors due to the voltage drop across $SW$ and $OA_2$'s input offset voltage, and (d) proper frequency compensation for sufficiently fast dynamics and settling characteristics. Compensation is often implemented with a bias capacitance of a few tens of picofarads in parallel with the diodes. The requirements of $OA_2$ are (a) low-input bias current to minimize droop, and (b) adequately fast dynamics. As in the peak-detector case, $C_H$ should be a low-leakage, low-dielectric-absorption capacitor, such as Teflon or polystyrene. Its value is chosen as a compromise between low droop and rapid chargedischarge times.

The basic THA of Fig. 9.45 can be implemented with individual op amps and passive components, or it can be purchased as a self-contained monolithic IC. A popular example is the LM398 BIFET THA (National Semiconductor).

### THA Performance Parameters

In the track mode, a THA is designed to behave like an ordinary amplifier, so its performance is characterized in terms of the dc and gain errors, the dynamics, and other parameters peculiar to amplifiers. However, during the transition from the track to the hold mode and vice versa, as well as during the hold mode itself, performance is characterized by specifications peculiar to THAs. The following list uses the expanded timing diagram of Fig. 9.46 as a guideline.

1. **Acquisition Time ($t_{AQ}$)**: Following the track command, $V_O$ starts slewing toward $V_I$, and $t_{AQ}$ is the time it takes for $V_O$ to begin tracking $V_I$ within a specified error band after the inception of the track command. This includes propagation delays through the switch driver and the switch, and delays due to slew-rate limiting and settling times of the op amps. The acquisition time increases with the step magnitude as well as the narrowness of the error band. Usually $t_{AQ}$ is specified for a 10-V step and for error bands of 1%, 0.1%, and 0.01% of full scale. The input must be fully acquired before switching to the hold mode.

2. **Aperture Time ($t_{AP}$)**: Because of propagation delays through the driver and the switch, $V_O$ will cease tracking $V_I$ some time after the inception of the hold command. This is the aperture time. The hold command would have to be advanced by $t_{AP}$ for precise timing.

3. **Aperture Uncertainty ($\Delta t_{AP}$)**: Also called aperture jitter, it represents the variation in aperture time from sample to sample. If $t_{AP}$ is compensated for by advancing the hold command by $t_{AP}$, then $\Delta t_{AP}$ establishes the ultimate timing error and, hence, the maximum sampling frequency for a given resolution. Aperture jitter results in an output error $\Delta V_O = (dv/dt)\Delta t_{AP}$, indicating that the actual sampled waveform can be viewed as the sum of an ideally sampled waveform and a noise component. The signal-to-noise ratio of an otherwise ideal sampling circuit with a sinusoidal input of frequency $f_i$ is

$$\text{SNR} = -20 \log_{10}(2\pi f_i \Delta t_{AP(rms)}) \quad (9.24)$$
where $\Delta t_{\text{AP}}(\text{rms})$ is the rms value of $\Delta t_{\text{AP}}$, and the latter is assumed uncorrelated with $v_I$. Typically, $\Delta t_{\text{AP}}$ is an order of magnitude smaller than $t_{\text{AP}}$, and $t_{\text{AP}}$ in turn, is one to two orders of magnitude smaller than $t_{\text{AQ}}$.

4. **Hold Mode Setting Time ($t_{\text{SQ}}$).** After the inception of the hold command, it takes some time to settle within a specified error band, such as 1%, 0.1%, or 0.01%. This is the hold mode setting time.

5. **Hold Step.** Because of parasitic switch capacitances, when the circuit is switched to the hold mode there is an unwanted charge transfer between the switch driver and $C_H$, causing a change in the voltage across $C_H$. The corresponding change $\Delta V_{\text{O}}$ is referred to as hold step, pedestal error, or sample-to-hold offset.

6. **Feedthrough.** When in the hold mode, $V_O$ should be independent of any variations in $v_I$. In practice, because of stray capacitance across $SW$, there is a small amount of ac coupling from $v_I$ to $V_O$ called feedthrough. This capacitance forms an ac voltage divider with $C_H$, so an input change $\Delta V_{\text{I}}$ causes an output change $\Delta V_{\text{O}} = (C_{SW}/(C_{SW} + C_H))\Delta V_{\text{I}}$, where $C_{SW}$ is the capacitance across the switch. The feedthrough rejection ratio

$$\text{FRR} = 20 \log \left( \frac{\Delta V_{\text{I}}}{\Delta V_{\text{O}}} \right) \quad (9.25)$$

gives an indication of the amount of stray coupling. For example, if FRR = 80 dB, a hold mode change $\Delta V_{\text{I}} = 10$ V results in $\Delta V_{\text{O}} = \Delta V_{\text{I}}/10^{80/20} = 10/10^4 = 1 \text{ mV}$.

7. **Voltage Droop.** THAs are subject to the same droop limitations as peak detectors. Droop is of special concern when $C_H$ must be kept low to ensure a fast acquisition.

In the case of a JFET switch, feedthrough is due to the drain-source capacitance $C_{ds}$, and the hold step is due to the gate-drain capacitance $C_{gd}$. (For discrete devices, these capacitances are typically in the picofarad range.) As the driver pulls the gate from near $V_O$ to near $V_EE$, it removes the charge $\Delta Q \equiv C_{gd}(V_{EE} - V_O)$ from $C_H$, causing a hold step

$$\Delta V_{\text{O}} \equiv \frac{C_{gd}}{C_{gd} + C_H}(V_{EE} - V_O) \quad (9.26)$$

This step varies with $V_O$. For example, with $C_H = 1 \text{ nF}$ and $V_{EE} = -15$ V, the hold step for every picofarad of $C_{gd}$ is about $-15 \text{ mV/pF}$ for $V_O = 0$, $-20 \text{ mV/pF}$ for $V_O = 5$ V, and $-10 \text{ mV/pF}$ for $V_O = -5$ V. A $C_{gd}$ of just a few picofarads can cause intolerable errors!

There are various techniques for minimizing the signal-dependent hold step. One such technique is to implement the switch with the CMOS transmission gate of Fig. 9.39a. Since the two FETs are driven in antiphase, one FET will inject and the other will remove charge, and if their geometries are properly scaled, the two charges will cancel each other out.

An alternative technique	extsuperscript{5} is depicted in Fig. 9.47. As the circuit goes into hold, $OA_1$ produces a positive-going output swing that, by the superposition principle, depends on $V_O$ as well as on the negative step on the switch gate. This swing is designed to inject into $C_H$, via $C_3$, a charge packet of magnitude equal to that removed via $C_{gd}$, thus resulting in a net charge transfer of zero. The hold step is made independent of $V_O$ with $R_1$, and adjusted to zero via $R_{10}$. To calibrate the circuit, adjust $R_1$ for equal hold steps with $V_O \pm 5$ V; then, null the residual offset via $R_{10}$.

To achieve high speed, the circuit utilizes fast op amps and boosts $OA_1$ with the LT1010 fast power buffer to rapidly charge and discharge $C_H$ in the track mode. Moreover, by using local feedback around the $OA_1$-$OA_2$ pair, the settling dynamics of the input and output stages are kept separate and simpler. With $OA_3$ no longer inside the control loop, its input offset voltage is no longer irrelevant; however, its offset as well as that of the input buffer are automatically compensated for during calibration of $R_{10}$. For long hold periods, $OA_3$ can be replaced by a FET-input device such as the LF356 to reduce droop.

Charge compensation can be simplified considerably if the switch is operated in a virtual-ground arrangement. This is the case with THAs of the integrating type	extsuperscript{4,6} so-called because the holding capacitor is placed in the feedback path of the output amplifier, as exemplified in Fig. 9.48. Since the switch always sees a virtual ground, the charge removed from the summing junction via $C_{gd}$ is constant regardless of $V_O$.

Consequently, the hold step appears as a constant offset that can easily be nulled by standard techniques, such as adjusting the offset of $OA_1$, as shown. With an easier-to-compensate hold step, the holding capacitance can be reduced significantly to achieve faster acquisition times. The HA-5330 high-speed monolithic THA (Harris) uses a 90-pF holding capacitance to achieve $t_{AQ} = 400$ ns to 0.01%.
FIGURE 9.48
Integrating-type THA.

Figure 9.49 shows an improved integrating-type THA that simultaneously optimizes droop, hold step, and feedthrough. During the track mode, SW1 and SW2 are open while SW3 is closed, in this mode the circuit operates just as in Fig. 9.48, with
\[ V_o \rightarrow -V_i. \]
During the hold mode, SW1 and SW2 are open while SW3 is closed, causing the circuit to hold whatever voltage it acquired during sampling. Note, however, that by grounding the input to the buffer via SW3, any variations in \( V_i \) are muzzled, thus improving the FRR significantly. Moreover, since both SW1 and SW2 experience a voltage drop very close to zero, switch leakage is virtually eliminated. The main source of leakage is now the input bias current of OA. However, returning its noninverting input to a dummy capacitance \( C \) of size equal to \( C_H \) produces a hold step and a droop that, to a first approximation, will cancel out the hold step and droop of \( C_H \). An example of a THA utilizing this technique is the SHC8031804 (Burr-Brown), whose typical ambient-temperature ratings are:
- \( t_{AQ} = 250 \text{ ns} \)
- \( t_s = 100 \text{ ns} \)
- \( t_{AS} = 15 \text{ ns} \)
- \( \Delta t_{AS} = \pm 15 \text{ ps} \)
- \( \text{FRR} = \pm 0.005\% \text{ or 86 dB} \)
- Hold mode offset = \( \pm 2 \text{ mV} \)
- DROOP rate = \( \pm 0.5 \mu \text{V/\mu s} \).

FIGURE 9.49
Improved THA. (Switch settings shown for the hold mode.)

THAs are available from a variety of sources and in a wide range of performance specifications and prices. Consult the catalogs to familiarize yourself with the available products.

PROBLEMS

9.1 Voltage comparators

(a) Using a 311 comparator powered from ±15-V regulated supplies, design a threshold detector such that \( V_o = 0 \) V for \( V_i > 1 \) V, and \( V_o = 5 \) V for \( V_i < 1 \) V. (b) Repeat, but with \( V_o = -15 \) V for \( V_i > 5 \) V, and \( V_o = 0 \) V for \( V_i < 5 \) V.

9.2 Comparator applications

(b) The thermal characteristic of a certain class of thermistors can be expressed as \( R(T) = R(T_0) \exp(B(1/T - 1/T_0)) \), where \( T \) is absolute temperature, \( T_0 \) is some reference temperature, and \( B \) is a suitable constant, all three parameters being in kelvins. Using a single comparator of the 339 type and a thermistor having \( R(25{\text{°C}}) = 100 \text{ k}\Omega \) and \( B = 4000 \text{ K} \), design a bridge comparator circuit that gives \( V_o = V_{\text{on}} \) for \( T > 100{\text{°C}} \), and \( V_o = V_{\text{off}} \) for \( T < 100{\text{°C}} \). Assuming 10\% component tolerances, make provision for the exact adjustment of the setpoint, and outline the calibration procedure.

9.3 Using an op amp, two comparators of the 339 type, a 2N2222 npn BJT, and resistors as needed, design a circuit that accepts a data input \( V_i \) and a control input \( V_T > 0 \), and causes a 10-mA, 1.5-V LED to glow whenever \( -V_T < V_i < V_T \). Assume ±15-V regulated supplies.

9.4 Using two comparators of the 339 type and a thermistor of the type of Problem 9.2 with \( R(25{\text{°C}}) = 10 \text{ k}\Omega \) and \( B = 4000 \text{ K} \), design a circuit that yields \( V_o = 5 \) V for \( 0{\text{°C}} < T < 5{\text{°C}} \), and \( V_o = 0 \) V otherwise. Assume a single 5-V regulated supply.

9.5 Show that the window detector of Fig. P9.5 has a window whose center is controlled by \( V_i \) and whose width is controlled by \( V_2 \); then sketch and label the VTC if \( V_i = 3 \) V and \( V_2 = 1 \) V.
9.6 Using three comparators of the 339 type, an LM385 2.5-V reference diode, an HLMp, 4700 LED of the type of Example 9.2, and resistors as needed, design a circuit that monitors a 15-V ± 5% power supply and causes the LED to glow whenever the supply is within range.

9.7 Using an LM385 2.5 V reference diode, an LM339 quad comparator, and four HLMp, 4700 LEDs of the type of Example 9.2 design a 0-V to 4-V bar graph meter. The circuit must have an input impedance of at least 100 kΩ and must be powered from a single 5-V supply.

9.8 Using a 311 comparator powered from ±15-V regulated supplies, design a circuit that accepts a triangular wave with peak values of ±10 V, and generates a square wave with peak values of ±5 V and duty cycle D variable from 5% to 95% by means of a 10-kΩ potentiometer.

9.9 Schmitt triggers

9.10 (a) Derive Eq. (9.14). (b) Specify suitable resistances in the circuit of Fig. 9.23 to achieve \( V_{HI} = 0 \text{ V}, \) \( V_{LO} = 5 \text{ V}, \) \( V_{TH} = 1.5 \text{ V}, \) and \( V_{TH} = 2.5 \text{ V} \) with \( V_{CC} = 5 \text{ V}. \) Try minimizing the effect of the input bias current.

9.11 Assuming \( V_{INH} = 0.7 \text{ V} \) and \( \pm V_{IN} = \pm 13 \text{ V}, \) sketch and label the VTC of the inverting Schmitt trigger of Fig. 9.11.

9.12 (a) Assuming the op amp of Fig. 9.20a saturates at ±13 V, sketch and label the VTC if a resistance \( R_1 = 33 \text{ kΩ} \) is connected between the nodes labeled \( V_p \) and \( -15 \text{ V} \). (b) Suitably modify the circuit of Fig. 9.21a so that it gives \( V_{OH} = 1 \text{ V} \) and \( V_{OL} = 2 \text{ V} \).

9.13 (a) Using CMOS inverters of the type shown in Fig. 10.11, along with resistances in the 10-kΩ to 100-kΩ range, design a noninverting Schmitt trigger with \( V_{T} = (1/3)V_{DD} \) and \( V_{TP} = (2/3)V_{DD}; \) assume \( V_T = 0.5V_{DD} \). (b) Modify the circuit so that \( V_{TH} = (1/5)V_{DD} \) and \( V_{TP} = (1/2)V_{DD} \). (c) How would you turn the preceding circuits into Schmitt triggers of the inverting type?

9.14 Suitably modify the circuit of Problem 9.2 to ensure a hysteresis of ±0.5 °C. Outline the calibration procedure.

9.15 In the Schmitt trigger of Fig. 9.20a let the input \( v_i \) be applied to the inverting-input pin via a voltage divider made up of two 10-kΩ resistances, let \( R_1 \) be replaced by the series combination of two 4.3-V Zener diodes connected back to back to anode with anode, and let the output \( v_o \) be obtained at the node where \( R_1 \) joins the Zener network. Draw the circuit. Hence, assume a 0.7-V forward-bias diode voltage drop, sketch and label the VTC.

9.16 In the circuit of Fig. 9.18 let the source be a variable source, denoted as \( i_i \), and let the op amp saturate at ±10 V. (a) Sketch and label \( v_o \) versus \( i_i \) for \( i_i \) variable over the range \( -1 \text{ mA} \leq i_i \leq 1 \text{ mA} \). (b) Repeat, but with a 2-kΩ resistor in parallel with \( i_i \), and for \( i_i \) variable over the range \( -2 \text{ mA} \leq i_i \leq 2 \text{ mA} \). Hint: Take into account the considerations made in connection with Eq. (1.76).

9.17 A circuit consists of a 311 comparator and three equal resistors, \( R_1 = R_2 = R_3 = 10 \text{ kΩ} \). The 311 is powered between 15 V and ground, and has \( V_{OL(High)} = 0 \text{ V}. \) Moreover, \( R_1 \) is connected between the 15-V supply and the noninverting-input pin, \( R_2 \) between the noninverting-input pin and the open-collector output pin, and \( R_3 \) between the open-collector output pin and ground. Moreover, the input \( v_i \) is applied to the comparator's inverting-input pin. Draw the circuit, and sketch and label its VTC if the output \( v_o \) is obtained from: (a) the node where \( R_1 \) joins \( R_2 \); (b) the node where \( R_2 \) joins \( R_3 \).

9.18 Consider the circuit obtained by removing \( R, C, \) and \( Q \) from Fig. 10.19a. What is left is a noninverting Schmitt trigger, whose input is the node labeled as \( v_{IN} \), and whose output is the node labeled as \( v_{OUT} \). Sketch and label its VTC if \( R_1 = 10 \text{ kΩ}, \) \( R_2 = 13 \text{ kΩ}, \) \( R_3 = 4.7 \text{ kΩ}, \) and the Zener diode is a 5.1-V device; assume forward-bias diode voltage drops of 0.7 V.

9.4 Precision rectifiers

9.19 Sketch and label the VTC of the circuit of Fig. 9.29a if \( R_1 = 2R_2 \) and the noninverting input of the op amp is lifted off ground and returned to a ±5-V reference voltage. Next, sketch and label \( v_o \) if \( v_i \) is a triangular wave with peak values of ±10 V.

9.20 Sketch and label the VTC of the circuit of Fig. 9.29a if \( R_1 = R_2 = 10 \text{ kΩ} \), and a third resistance \( R_3 = 150 \text{kΩ} \) is connected between the ±15-V supply and the inverting-input pin of the op amp. (b) Repeat, but with the diode polarities reversed.

9.21 One side of a 10-kΩ resistance is driven by a source \( v_i \), and the other side is left floating. Denoting the voltage at the floating side as \( v_o \), use a superdiode circuit to implement a variable precision clamp, that is, a circuit that gives \( v_o = v_i \) for \( v_i \leq V_{INH} \) and \( v_o = V_{INH} \) for \( v_i > V_{INH} \), where \( V_{INH} \) is a continuously adjustable voltage from 0 to 10 V by means of a 100-kΩ pot. Assume ±15-V regulated supplies. List advantages and drawbacks of your circuit.
9.22 Suitably modify the FWR of Fig. 9.30 so that, when fed with a triangular wave of ±5-V peak values, it gives a triangular wave of ±5-V peak values, but twice the frequency. Assume regulated ±5-V supplies.

9.23 Assuming \( R_1 = R_2 = R_4 = 10 \, \text{k}\Omega \) and \( R_3 = 20 \, \text{k}\Omega \) in the FWR of Fig. 9.31, find all node voltages for \( v_I = 10 \, \text{mV} \), 1 V, and -1 V. For a forward-biased diode, assume \( v_D = 26 \, \text{mV} \ln \left( \frac{1}{20 \, \text{mA}} \right) \).

9.24 Discuss the effect of resistance mismatches in the FWR of Fig. 9.31, and derive an expression for \( 100(A_p - A_n)/A \). Compare with the FWR of Fig. 9.30, and comment.

9.25 Consider the circuit obtained from that of Fig. 9.31 by grounding the left terminals of \( R_1 \) and \( R_4 \), lifting the noninverting input of \( OA_1 \) off ground and driving it with source \( v_I \). (a) Show that the modified circuit gives \( v_O = A_p v_I \) for \( v_I > 0 \) and \( v_O = -A_n v_I \) for \( v_I < 0 \), where \( A_p = 1 + (R_2 + R_3)/R_1 \) and \( A_n = R_3/R_2 \). (b) Specify component values for \( v_O = 0.5v_I \). List advantages and disadvantages of this circuit.

9.26 Consider the circuit obtained from that of Fig. 9.31 by removing \( R_1 \), grounding the left terminal of \( R_4 \), lifting the noninverting input of \( OA_1 \) off ground and driving it with source \( v_I \). Analyze the modified circuit if \( R_2 = R_3 = R \). Afterward, discuss the implications of mismatched resistances.

9.27 (a) Find the VTC of the circuit of Fig. 9.27. (b) Assuming \( \pm V_{\text{max}} = \pm 13 \, \text{V} \) and \( V_{\text{cold}} = 0.7 \, \text{V} \), show all node voltages for \( v_I = +3 \, \text{V} \) and \( v_I = -5 \, \text{V} \). (c) List advantages and disadvantages of this circuit.

9.28 The circuit of Fig. 9.30 can be turned into a high-input-impedance FWR by lifting both noninverting inputs off ground, tying them together, and driving them with a common input \( v_I \); moreover, \( R_4 \) is removed, and the left terminal of \( R_1 \) is grounded. (a) Assuming \( R_1 = R_2 = R_4 = R \) and \( R_3 = 2R \), find the VTC of the modified circuit. (b) Assuming \( V_{\text{cold}} = 0.7 \, \text{V} \), show all node voltages for \( v_I = +2 \, \text{V} \) and \( v_I = -3 \, \text{V} \). (c) Investigate the effect of mismatched resistances.

9.29 (a) Find the VTC of the circuit of Fig. 9.29; then, assuming \( V_{\text{cold}} = 0.7 \, \text{V} \), show all node voltages for \( v_I = +1 \, \text{V} \) and \( v_I = -3 \, \text{V} \). (b) Suitably modify the circuit so that it accepts two inputs \( v_I \) and \( v_J \), and gives \( v_O = |v_I + v_J| \).

9.30 Investigate the effect of the input offset voltages \( V_{\text{OS1}} \) and \( V_{\text{OS2}} \) of \( OA_1 \) and \( OA_2 \) in the FWR of Fig. 9.30.

9.31 Using a 311 comparator, a 2N4391 n-JFET, and a 741 op amp, design a circuit that accepts an analog signal \( v_I \) and two control signals \( v_1 \) and \( v_2 \), and yields a signal \( v_O \) such that 
\[
 v_O = 10v_I \quad \text{for} \quad v_1 > v_2 \quad \text{and} \quad v_O = -10v_I \quad \text{for} \quad v_1 < v_2. 
\]
Assume ±15-V supplies.

9.32 For small values of \( |v_{\text{OS}}| \), the channel resistance of a MOSFET can be found as 
\[
\frac{1}{R_{\text{DSon}}} = \frac{1}{k} (V_{GS} - |V_{\text{Th}}|),
\]
where \( k \) is called the device transconductance parameter, in amperes per square volt. Assuming ±5-V supplies in the transmission gate of Fig. 9.39a, and truly complementary FETS with \( k = 100 \, \mu\text{A/V}^2 \) and \( |V_{\text{Th}}| = 2.5 \, \text{V} \), find the net switch resistance for \( v_I = ±5 \, \text{V}, ±2.5 \, \text{V} \), and 0 V. What are the corresponding values of \( v_O \) if \( R_2 = 100 \, \text{k}\Omega \)?

9.33 Consider the circuit obtained from that of Fig. 9.40b by returning the noninverting input of \( OA \) to ground, and applying the source \( v_I \) to the inverting input of \( OA \) via a series resistance having the same value as the feedback resistance \( R \). Discuss how the modified circuit operates, and show its response to a sinusoidal input of increasing amplitude.

9.34 Design a peak-to-peak detector, that is, a circuit that gives \( v_O = v_{\text{peak}} - v_{\text{peak}} \).

9.35 Using the circuit of Fig. 9.29a as a starting point, design a circuit to provide the magnitude peak-detector function, \( v_O = v_{\text{|peak}} \).

9.36 Three superdiodes of the type of Fig. 9.27 are driven by three separate sources \( v_1, v_2, \) and \( v_3 \), and their outputs are tied together and returned to -15 V via a 10-\text{k}\Omega resistor. What function does the circuit provide? What happens if the diode polarities are reversed? If the node common to the outputs is returned to the node common to the inverting inputs via a voltage divider?

9.37 Suitably modify the THA of Fig. 9.45 for a gain of 2 V/V. What is the main disadvantage of the modified circuit, and how would you take care of it?
9.38 In the THA of Fig. 9.48 let $C_M = 1 \text{ pF}$, $C_H = 1 \text{ nF}$, and let the net leakage current through $C_H$ be $1 \text{ nA}$, flowing from right to left. Assuming $v_I = 1.000 \text{ V}$, find $v_o$ (a) shortly after the circuit is switched to the hold mode, and (b) $50 \text{ ms}$ later.

9.39 The THA of Fig. 9.39 uses a feedback capacitor $C_F = C_H$ to provide a first-order compensation for the droop due to leakage in $C_H$. (a) Explain how the circuit works. What are the functions of the p-channel JFET $J_1$ and the n-channel JFETs $J_2$ and $J_3$? (b) Assuming an average leakage of $1 \text{ nA}$ in each capacitor and a leakage mismatch of $5\%$, estimate the voltage droop for the case $C_F = C_H = 1 \text{ nF}$. What would be the leakage if $C_F$ were absent and replaced with a wire?

![THA diagram]

**FIGURE 9.39**
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The circuits investigated so far can be categorized as processing circuits because they operate on existing signals. We now wish to investigate the class of circuits used to generate the signals themselves. Though signals are sometimes obtained from transducers, in most cases they need to be synthesized within the system. The generation of clock pulses for timing and control, signal carriers for information transmission and storage, sweep signals for information display, test signals for automatic test and measurement, and audio signals for electronic music and speech synthesis are some of the most common examples.

The function of a signal generator is to produce a waveform of prescribed characteristics such as frequency, amplitude, shape, and duty cycle. Sometimes these characteristics are designed to be externally programmable via suitable control signals, the voltage-controlled oscillator being the most typical example. In general, signal generators employ some form of feedback together with devices possessing time-dependent characteristics, such as capacitors. The two main categories of signal generators that we shall investigate are sinusoidal oscillators and relaxation oscillators.
Sinusoidal Oscillators

These oscillators employ concepts from systems theory to create a pair of conjugate poles right on the imaginary axis of the complex plane to maintain sustained sinusoidal oscillation. The specter of instability that was of so much concern in Chapter 8 is now exploited on purpose to achieve predictable oscillation.

The sinusoidal purity of a periodic wave is expressed via its total harmonic distortion

\[ \text{THD} \% = 100 \sqrt{D_2^2 + D_3^2 + D_4^2 + \cdots} \]  

where \( D_k \) \( (k = 2, 3, 4, \ldots) \) is the ratio of the amplitude of the \( k \)th harmonic to that of the fundamental in the Fourier series of the given wave. For instance, the triangular wave, for which \( D_k = 1/k^2 \), \( k = 3, 5, 7, \ldots \), has \( \text{THD} = 100 \times \sqrt{1/3^4 + 1/5^4 + 1/7^4 + \cdots} \approx 12\% \), indicating that as a crude approximation to a sine wave, a triangular wave has a THD of 12%. On the other hand, a pure sine wave has all harmonics, except for the fundamental, equal to zero, so THD = 0% in this case. Clearly, the objective of a sine wave generator is to achieve a THD as low as possible.

Relaxation Oscillators

These oscillators employ bistable devices, such as switches, Schmitt triggers, logic gates, and flip-flops, to repeatedly charge and discharge a capacitor. Typical waveforms obtainable with this method are the triangular, sawtooth, exponential, square, and pulse waves. As we proceed, we shall often need to find the time \( \Delta t \) it takes to charge (or discharge) a capacitance by a given amount \( \Delta v \). The two most common forms of charge/discharge are linear and exponential.

When driven with a constant current \( I \), a capacitance \( C \) charges or discharges at a constant rate, yielding a linear transient or ramp of the type of Fig. 10.1a. Engineers often describe this ramp via the easy-to-remember relationship

\[ C \Delta v = I \Delta t \]

or "cee delta vee equals aye delta tee." This allows us to estimate the time it takes to effect a constant-rate change \( \Delta v \) as

\[ \Delta t = \frac{C}{I} \Delta v \]  

An exponential transient occurs when \( C \) is charged or discharged via a series resistance \( R \). With reference to Fig. 10.1b, the instantaneous capacitance voltage is

\[ v(t) = V_{\infty} + (V_0 - V_{\infty}) \exp(t - t_0)/\tau \]

where \( V_0 \) is the initial voltage, \( V_{\infty} \) is the steady-state voltage that would be reached in the limit \( t \to \infty \), and \( \tau = RC \) is the time constant governing the transient. This equation holds regardless of the values and polarities of \( V_0 \) and \( V_{\infty} \). The transient reaches a specified intermediate value \( V_i \) at an instant \( t_i \) such that \( V_i = V_{\infty} + (V_0 - V_{\infty}) \exp(t_i - t_0)/\tau \). Taking the natural logarithm of both sides and solving for \( \Delta t = t_i - t_0 \) allows us to estimate the time it takes to charge or discharge \( C \) from \( V_0 \) to \( V_i \) as

\[ \Delta t = \tau \ln \frac{V_{\infty} - V_0}{V_{\infty} - V_i} \]  

As we proceed, we shall make frequent use of these equations.

10.1 SINE WAVE GENERATORS

The sine wave is certainly one of the most fundamental waveforms—both in a mathematical sense, since any other waveform can be expressed as a Fourier combination of basic sine waves, and in a practical sense, since it finds extensive use as a test, reference, and carrier signal. In spite of its simplicity, its generation can be a challenging task if near-purity is sought. The op amp circuits that have gained the most prominence in sine wave generation are the Wien-bridge oscillator and the quadrature oscillator, to be discussed next. Another technique, based on the conversion of the triangular to the sine wave, will be discussed in Section 10.4.

Basic Wien-Bridge Oscillator

The circuit of Fig. 10.2a uses both negative feedback, via \( R_2 \) and \( R_1 \), and positive feedback, via the series and parallel \( RC \) networks. Circuit behavior is strongly affected by whether positive or negative feedback prevails. The components of the \( RC \) networks need not be equal-valued; however, making them so simplifies analysis as well as inventory.
The fact that a net phase shift of zero in going around the loop. Depending on the magnitude of
we have three distinct possibilities:

1. \( T(j\omega) > 1 \), that is, \( A > 3 \, \text{V/V} \). Any disturbance of frequency \( f_0 \) arising at the
input of the op amp is first amplified by \( A > 3 \, \text{V/V} \), and then by \( B(f_0) = 1/3 \, \text{V/V} \).

2. \( T(j\omega) < 1 \), that is, \( A < 3 \, \text{V/V} \). Any disturbance of frequency \( f_0 \) arising at the
input of the op amp is first amplified by \( A < 3 \, \text{V/V} \), and then by \( B(f_0) = 1/3 \, \text{V/V} \).

3. \( T(j\omega) = 1 \), or \( A = 3 \, \text{V/V} \) exactly. A condition referred to as neutral stability
because positive and negative feedback are now applied in equal amounts. Any
perturbation of frequency \( f_0 \) is first amplified by \( 3 \, \text{V/V} \) and then by \( 1/3 \, \text{V/V} \),
indicating that once started, it will be sustained indefinitely. As we know, this
is referred to as the Barkhausen criterion for oscillation at \( f = f_0 \). The
band-pass nature of \( T(j\omega) \) allows for oscillation to occur only at
\( f = f_0 \). Any attempt to oscillate at other frequencies is naturally discouraged
because \( \angle T \neq 0^\circ \) or \( |T| < 1 \) there. By Eq. (10.7), neutral stability is achieved
with

\[
\frac{R_2}{R_1} = 2 \quad \text{(10.8)}
\]

It is apparent that when this condition is met, the components around the op amp
form a balanced bridge at \( f = f_0 \).

In a real-life circuit, component drift makes it difficult to keep the bridge exactly
balanced. Moreover, provisions must be made so that (a) oscillation starts sponta­
essously at power turn-on, and (b) its amplitude is kept below the op amp saturation
limits to avoid excessive distortion. These objectives are met by making the ratio
\( R_2/R_1 \) amplitude-dependent such that at low signal levels it is slightly greater than 2
so as to ensure oscillation start-up, and that at high signal levels it is slightly less than 2 to
limit amplitude. Then, once the oscillation has started, it will grow and automatically
stabilize at some intermediate level where \( R_2/R_1 = 2 \) exactly.

Amplitude stabilization takes on many forms, all of which use nonlinear ele­
ments to either decrease \( R_2 \) or increase \( R_1 \) with signal amplitude. To provide an
intuitive basis for our discussion, we shall continue using the function \( T(j\omega) \), but in
an incremental sense because of the nonlinearity now present in the circuit.

Automatic Amplitude Control

The circuit of Fig. 10.3a uses a simple diode-resistor network to control the effective
value of \( R_2 \). At low signal levels the diodes are off, so the 100-k\( \Omega \) resistance has
no effect. We thus have \( R_2/R_1 = 22.1/10.0 = 2.21 \), or \( T(j\omega) = (1 + 2.21)/3 = 1.07 > 1 \),
indicating oscillation buildup. As the oscillation grows, the diodes are
gradually brought into conduction on alternate half-cycles. In the limit of heavy
diode conduction, \( R_2 \) would effectively change to \( 22.1 \, \text{k}\Omega = 18.1 \, \text{k}\Omega \), giving
\( T(j\omega) = 0.937 < 1 \). However, before this limiting condition is reached, amplitude
will automatically stabilize at some intermediate level of diode conduction where \( R_2/R_1 = 2 \) exactly, or \( T(f) = 1 \). The process can be visualized via PSpice using the following file.

```
Wien-Bridge oscillator:
Cp 3 0 1nF I0C=10V
Rg 3 0 15k
C 3 6 1nF I0C=6V
Rn 36 6 15k
R1 3 10k
R2 3 2.6 100k
R3 2 2.6 100k
D1 26 6 Dlm4148
D2 6 2 Dlm4148
.model Dlm4148 D(Ia=0.1p Ra=16 Cdd=2p Ts=12k Pr=100 Idm=0.1p)
..iib eval.iib
XOA 3 2 7 6 ua741
VCC 7 0 dc 15V
VBE 4 0 dc -15V
..tca 50us 15ms One 50us UIC
.probe
.end
```

As shown in Fig. 10.4, the output stabilizes automatically at a peak amplitude \( V_{om} \approx 1.5 \text{V} \).

A disadvantage of the above circuit is that \( V_{om} \) is quite sensitive to variations in the diode-forward voltage drops. The circuit of Fig. 10.3b overcomes this drawback by using an n-JFET as the stabilizing element.¹ At power turn-on, when the 1-μF capacitance is still discharged, the gate voltage is near 0 V, indicating a low channel resistance. The JFET effectively shorts the 51-kΩ resistance to ground to give \( R_2/R_1 = 20.0/(11.0 \times 51) \approx 2.21 > 2 \), so oscillation starts to build up. The diode and the 1-μF capacitance form a negative peak detector whose voltage becomes progressively more negative as the oscillation grows. This gradually reduces the conductivity of the JFET until, in the limit of complete cutoff we would have \( R_2/R_1 = 20.0/11.0 = 1.82 < 2 \). However, amplitude stabilizes automatically at some intermediate level where \( R_2/R_1 = 2 \) exactly. Denoting the corresponding gate-source voltage as \( V_{GS(crit)} \), and the output peak amplitude as \( V_{om} \), we have \( -V_{om} = V_{GS(crit)} - V_{D(on)} \). For instance, with \( V_{GS(crit)} = -4.3 \text{V} \) we get \( V_{om} \approx 4.3 + 0.7 = 5 \text{V} \).

Figure 10.5 shows yet another popular amplitude-stabilization scheme,² this time using a diode limiter for easier programming of amplitude. As usual, for low output levels the diodes are biased in cutoff, yielding \( R_2/R_1 = 2.21 > 2 \). The oscillation grows until the diodes become conductive on alternate output peaks. Thanks to the symmetry of the clamping network, these peaks are likewise symmetric, or \( \pm V_{om} \). To estimate \( V_{om} \), consider the instant when \( D_2 \) starts to conduct. Assuming the current through \( D_2 \) is still negligible, and denoting the voltage at the anode of \( D_2 \) as \( V_2 \), we use KCL to write

\[
\frac{V_{om} - V_2}{R_3} = \frac{V_2 - (-V_3)}{R_4,}
\]

where \( V_2 = V_{on} + V_{D2(on)} \equiv V_{om}/3 + V_{D2(on)} \). Eliminating \( V_2 \) and solving gives

```
FIGURE 10.4
Using PSpice to display the output of the circuit of Fig. 10.3a.
```

```
FIGURE 10.5
Wien-bridge oscillator using a limiter for amplitude stabilization.
```

```
FIGURE 10.3
Practical Wien-bridge oscillators.
```

¹ The choice of n-JFET is motivated by the need to achieve high gain.
² The limiter circuit is particularly useful in applications requiring programmable output levels.
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\[ V_{om} \cong 3\left(1 + R_3/R_1\right)V_{D2(on)} + V_{s}/\left(2R_3/R_2 - 1\right). \]  
For example, with \( R_3 = 3 \text{k}\Omega, R_4 = 20 \text{\Omega}, V_s = 15 \text{\text{V}}, \) and \( V_{D2(on)} = 0.7 \text{\text{V}}, \) we get \( V_{om} \cong 5 \text{\text{V}}. \)

**Practical Considerations**

The accuracy and stability of the oscillation are affected by the quality of the passive components as well as op amp dynamics. Good choices for the elements in the positive-feedback network are polycarbonate capacitors and thin-film resistors. To compensate for component tolerances, practical Wien-bridge circuits are often equipped with suitable trimmers for the exact adjustment of \( f_0 \) as well as THD minimization. With proper trimming, THD levels as low as 0.01\% can be achieved.  

We observe that because of the filtering action provided by the positive-feedback network, the sine wave \( v_p \) available at the noninverting input is generally purer than \( v_o. \) Consequently, it may be desirable to use \( v_p \) as the output, though a buffer would be needed to avoid perturbing circuit behavior.

To avoid slew-rate limiting effects for a given output peak-amplitude \( V_{om}, \) the op amp should have \( SR > 2\pi V_{om}/f_0. \) Once this condition is met, the limiting factor becomes the finite GBP, whose effect is a downshift in the actual frequency of oscillation. It can be proved\(^2\) that to contain this shift within 10\% when a constant-GBP op amp is used, the latter should have \( GBP \geq 43/f_0. \) To compensate for this downshift, one can suitably predistort the element values of the positive-feedback network, in a manner similar to the filter predistortion techniques of Section 6.6.

The low end of the frequency range depends on how large the components in the reactive network can be made. Using FET-input op amps to minimize input-bias-current errors, the value of \( R \) can easily be increased to the range of tens of megohms. For instance, using \( C = 1 \mu F \) and \( R = 15.9 \text{M}\Omega \) gives \( f_0 = 0.01 \text{\text{Hz}}. \)

**Quadrature Oscillators**

We can generalize the above ideas and make an oscillator out of any second-order filter that is capable of giving \( Q = \infty \) as well as \( Q < 0. \) To this end, we first ground the input, since it is no longer necessary; then, we design for an initially negative \( Q \) to force the poles in the right half of the complex plane and thus ensure oscillation startup; finally, we include a suitable amplitude-dependent network to automatically pull the poles back to the \( j\omega \) axis and give \( Q = \infty, \) or sustained oscillation.

Of special interest are filter topologies of the dual-integrator-loop type, since they provide two oscillations in quadrature, that is, with a relative phase shift of 90\(^\circ\). Figure 10.6 shows how a biquad filter can be turned into a quadrature oscillator. To save an op amp, \( OA_2 \) is a noninverting, or Deboo, integrator with \( f_0 = 1/2\pi RC, \) and it is adjusted to make it slightly regenerative to ensure oscillation startup. At low signal levels \( OA_1 \) is a lossless integrator with \( f_0 = 1/2\pi RC. \) However, as soon as signal amplitude has grown enough to activate the diode limiter, \( OA_1 \) becomes lossy. Thereafter, the loss due to \( OA_1 \) will compensate for the regeneration due to \( OA_2, \)

![Figure 10.6 Quadrature oscillator.]

thus sustaining oscillation at \( f_0 = 1/2\pi RC. \) To estimate \( V_{om}, \) consider the instant at which \( v_1 \) reaches its positive peak. Retracing familiar steps, we use KCL to write \( (V_{om} - V_{D2(on)})/R_1 \cong \left[V_{D2(on)} - (-V_s)/R_2, \text{or } V_{om} \cong V_{D2(on)} + (R_1/R_2)V_s + V_{D2(on)}}. \) The THD of \( v_1 \) is typically of the order of 1\%; however, that of \( v_2 \) is lower, thanks to the additional filtering provided by \( OA_2. \)

**10.2 MULTIVIBRATORS**

Multivibrators are regenerative circuits intended especially for timing applications. Multivibrators are classified as bistable, astable, and monostable.

In a bistable multivibrator both states are stable, so external commands are needed to force the circuit to a given state. This is the popular flip-flop, which in turn takes on different names, depending on the way in which the external commands are affected.

An astable multivibrator toggles spontaneously between one state and the other, without any external commands. Also called a free-running multivibrator, its timing is set by a suitable network, usually comprising a capacitor or a quartz crystal. A monostable multivibrator, also called a one-shot, is stable only in one of its two states. If forced into the other state via an external command called a trigger, it returns to its stable state spontaneously, after a delay set by a suitable timing network.

Here we are interested in astable and monostable multivibrators. These circuits are implemented with voltage comparators or with logic gates, especially CMOS gates.
Basic Free-Running Multivibrator

In the circuit of Fig. 10.7a, the 301 op amp comparator and the positive-feedback resistances $R_1$ and $R_2$ form an inverting Schmitt trigger. Assuming symmetric output saturation at $\pm V_{sat} = \pm 13\text{ V}$, the Schmitt-trigger thresholds are also symmetric at $\pm V_T = \pm V_{sat}/(R_1 + R_2) = \pm 5\text{ V}$. The signal to the inverting input is provided by the op amp itself via the $RC$ network.

At power turn-on ($t = 0$) $V_O$ will swing either to $+V_{sat}$ or to $-V_{sat}$, since these are the only stable states admitted by the Schmitt trigger. Assume it swings to $+V_{sat}$, so that $V_P = +V_T$. This will cause $R$ to charge $C$ toward $V_{sat}$, leading to an exponential rise in $v_N$ with the time constant $\tau = RC$. As soon as $v_N$ catches up with $v_P = V_T$, $V_O$ snaps to $-V_{sat}$, reversing the capacitance current and also causing $v_P$ to snap to $-V_T$. So, now $v_N$ decays exponentially toward $-V_{sat}$ until it catches up with $v_P = -V_T$, at which point $V_O$ again snaps to $+V_{sat}$, thus repeating the cycle. It is apparent that once powered, the circuit has the ability to start and then sustain oscillation, with $V_O$ snapping back and forth between $+V_{sat}$ and $-V_{sat}$ and $v_N$ slewing exponentially back and forth between $+V_T$ and $-V_T$. After the power-on cycle, the waveforms become periodic.

We are interested in the frequency of oscillation, which is found from the period $T$ as $f_0 = 1/T$. Thanks to the symmetry of the saturation levels, $V_O$ has a duty cycle of 50%, so we only need to find $T/2$. Applying Eq. (10.3) with $\Delta t = T/2$, $\tau = RC$, $V_{oo} = V_{sat}$, $V_0 = -V_T$, and $V_1 = +V_T$, we get

$$ T = RC \ln \frac{V_{sat} + V_T}{V_{sat} - V_T} $$

Substituting $V_T = V_{sat}/(1 + R_2/R_1)$ and simplifying finally gives

$$ f_0 = \frac{1}{T} = \frac{1}{2RC \ln(1 + 2R_2/R_1)} \quad (10.9) $$

With the components shown, $f_0 = 1/(1.62RC)$. If we use the ratio $R_1/R_2 = 0.859$, then $f_0 = 1/(2RC)$.

We observe that $f_0$ depends only on the external components. In particular, it is unaffected by $V_{sat}$, which is known to be an ill-defined parameter since it varies from one op amp to another and also depends on the supply voltages. Any variation in $V_{sat}$ will cause $V_T$ to vary in proportion, thus ensuring the same transition time and, hence, the same oscillation frequency.

The maximum operating frequency is determined by the comparator speed. With the 301 op amp as a comparator, the circuit yields a reasonably good square wave up to the 10-kHz range. This can be extended significantly by using a faster device. At higher frequencies, however, the stray capacitance of the noninverting input toward ground becomes a limiting factor. This can be compensated by using a suitable capacitance in parallel with $R_2$.

The lowest operating frequency depends on the practical upper limits of $R$ and $C$, as well as the net leakage at the inverting input node. FET-input comparators may be a good choice in this case.

Although $f_0$ is unaffected by uncertainties in $V_{sat}$, it is often desirable to stabilize the output levels for a cleaner and more predictable square-wave amplitude. This is readily achieved with a suitable voltage-clamping network. If it is desired to vary $f_0$, a convenient approach is to use an array of decade capacitances and a rotary switch for decade selection, and a variable resistance for continuous tuning within the selected decade.

**Example 10.1.** Design a square-wave generator meeting the following specifications:

(a) $f_0$ must be variable in decade steps from 1 Hz to 10 kHz; (b) $f_0$ must be variable continuously within each decade interval; (c) amplitude must be $\pm 5\text{ V}$ stabilized. Assume $\pm 15\text{ V}$ poorly regulated supplies.

**Solution.** To ensure stable $\pm 5\text{ V}$ output levels, use a diode-bridge clamp as in Fig. 10.8.

When the op amp saturates at $+13\text{ V}$, current flows through the path $R_2$-$D_1$-$D_2$-$D_4$, thus causing $V_O$ to $V_{Diode} + V_{D2} + V_{Diode}$. To clamp at $5\text{ V}$, use $V_{D2} = 5 - 2V_{Diode} = 5 - 2 \times 0.7 = 3.6\text{ V}$. When the op amp saturates at $-13\text{ V}$, current flows through the path $D_2$-$D_1$-$D_2$-$D_1$, clamping $V_O$ at $-5\text{ V}$.

![Figure 10.7](image1.png)

**FIGURE 10.7** Basic free-running multivibrator.

![Figure 10.8](image2.png)

**FIGURE 10.8** Square-wave generator of Example 10.1.
To vary \( f_0 \) in decade steps, use the four capacitances and rotary switch shown. To vary \( f_0 \) within a given decade, implement \( R \) with a pot. To cope with component tolerances, ensure an adequate amount of overlap between adjacent decade intervals.

To be on the safe side, impose a range of continuous variability from 0.5 to 20, that is, over a 40-to-1 range. We then have \( R_{\text{max}} + R_3 = 40R_3 \), or \( R_{\text{max}} = 39R_3 \). To keep input-bias-current errors low, impose \( I_{\text{Rmin}} \gg I_b \), say, \( I_{\text{Rmin}} = 10 \, \mu\text{A} \). Moreover, let \( R_1 = R_2 = 33 \, \text{k} \Omega \), so that \( V_T = 2.5 \, \text{V} \). Then, \( R_{\text{max}} = (5 - 2.5)/(10 \times 10^{-6}) = 250 \, \Omega \). Since \( R_1 < R_{\text{max}} \), use a 250-\( \Omega \) pot. Then, \( R_{\text{max}} = 250/39 = 6.4 \, \text{k} \Omega \) (use 6.2 k\( \Omega \)).

To find \( C_1 \), impose \( f_0 = 0.5 \, \text{Hz} \) with the pot set to its maximum value. By Eq. (10.9),

\[
C_1 = 1/12 \times 0.5 \times (250 + 6.2) \times 10^3 \times \ln 3 = 3.47 \, \mu\text{F}
\]

The closest standard value is \( C_1 = 3.3 \, \mu\text{F} \). Then, \( C_2 = 0.33 \, \mu\text{F} \), \( C_3 = 33 \, \text{nF} \), and \( C_4 = 3.3 \, \text{nF} \).

The function of \( R_4 \) is to protect the comparator input stage at power turn-off, when the capacitors may still be charged, and that of \( R_5 \) is to supply current to the bridge, \( R_6 \), and to the external load, if any. The maximum current drawn by \( R \) is when \( v_N = +5 \, \text{V} \), \( v_N = -2.5 \, \text{V} \), and the pot is set to zero. This current is \((5 - (-2.5))/6.2 = 1.2 \, \text{mA} \). We also have \( I_{\text{R}} = 5/66 = 0.07 \, \text{mA} \). Imposing a bridge current of 1 mA and allowing for a maximum load current of 1 mA, we have \( I_{\text{Rmax}} = 1.2 + 0.07 + 1 = 3.3 \, \text{mA} \). Hence, \( R_4 = (13 - 5)/3.3 = 2.4 \, \text{k} \Omega \) (use 2.2 k\( \Omega \) to be safe). For the diode bridge use a CA3039 array (Harris).

Figure 10.9 shows a multivibrator designed for single-supply operation. By using a fast comparator, the circuit can operate well into the hundreds of kilohertz. As we know, the circuit gives \( V_{OH} \approx 0 \) and, if \( R_4 \ll R_3 + (R_1 || R_2) \), it gives \( V_{OL} \approx V_{CC} \). At power turn-on (\( t = 0 \)), when \( C \) is still discharged, \( v_N \) is forced high, causing \( C \) to charge toward \( V_{CC} \) via \( R \). As soon as \( v_N \) reaches \( V_T \), \( v_N \) snaps low, causing \( C \) to discharge toward ground. Henceforth, the oscillation becomes periodic with duty cycle \( D(\%) = 100T_H/(T_L + T_H) \) and \( f_0 = 1/(T_L + T_H) \). Applying Eq. (10.3)

\[
\frac{1}{RC \ln \left( \frac{V_{TH}}{V_{CC} - V_{TL}} \right)}
\]

twice, first with \( \Delta t = T_L, \, V_{OC} = 0, \, V_0 = V_{TH}, \) and \( V_1 = V_{TL} \), then with \( \Delta t = T_H, \, V_{OC} = V_{CC}, \, V_0 = V_{TH} \), and \( V_1 = V_{TL} \), we get, after combining terms,

\[
f_0 = \frac{1}{RC \ln \left( \frac{V_{TH}}{V_{CC} - V_{TL}} \right)}
\]

To simply inventory and achieve \( D = 50\% \), it is customary to impose \( R_1 = R_2 = R_3 \), after which

\[
\frac{1}{RC} = \frac{1}{1.39RC} = \frac{1}{1.39 \times RC}
\]

Oscillators of this type can easily achieve stabilities approaching 0.1\% with initial predictability of the order of 5\% to 10\%.

EXAMPLE 10.1: In the circuit of Fig. 10.9 specify components for \( f_0 = 1 \, \text{kHz} \), and verify with PSpice for \( V_{CC} = 5 \, \text{V} \).

Solution. Use \( R_1 = R_2 = R_3 = 33 \, \text{k} \Omega, \, R_4 = 2.2 \, \text{k} \Omega, \, C = 10 \, \text{nF}, \) and \( R = 73.2 \, \text{k} \Omega \).

The input file is:

```plaintext
Astable multivibrator:
VCC 0 0 dc 5V
11b avail.11b
XCMP 2 3 0 0 0 0 0 IM11
C 0 3 100nF TC=0
R 1 7 73.2k
R1 2 3 3k
R2 2 3 3k
R3 2 7 33k
R4 7 8 2.2k
.probe
.end
```

The waveforms are shown in Fig. 10.10.

![Figure 10.9](image-url)

**Figure 10.9**
Single-supply free-running multivibrator.

![Figure 10.10](image-url)

**Figure 10.10**
Waveforms for the circuit of Example 10.2.
Free-Running Multivibrator Using CMOS Gates

CMOS logic gates are particularly attractive when analog and digital functions must coexist on the same chip. A CMOS gate enjoys an extremely high input impedance, a rail-to-rail input range and output swing, extremely low power consumption, and the speed and low cost of logic circuitry. The simplest gate is the inverter depicted in Fig. 10.11. This gate can be regarded as an inverting-type threshold detector giving $V_O = V_{OH} = V_{oo}$ for $V_I < V_T$, and $V_O = V_{OL} = 0$ for $V_I > V_T$. The threshold $V_T$ is the result of internal transistor operation, and is nominally halfway between $V_{on}$ and 0, or $V_T = V_{oo}/2$. The protective diodes, normally in cutoff, prevent $V_I$ from rising above $V_{DD} + V_{D(on)}$ or dropping below $-V_{D(on)}$, and thus protect the FETs against possible electrostatic discharge.

![CMOS inverter: logic symbol, internal circuit diagram, and VTC.](image)

In the circuit of Fig. 10.12a assume at power turn-on ($t = 0$) $V_I$ goes high. Then, by $I_2$’s inverting action, $v_O$ remains low, and $C$ starts charging toward $V_2 = V_{DD}$ via $R$. The ensuing exponential rise is conveyed to $I_1$ via $R_1$ as signal $v_1$. As soon as $v_1$ rises to $V_T$, $I_1$ changes state and pulls $V_2$ low, forcing $I_2$ to pull $v_O$ high. Since the voltage across $C$ cannot change instantaneously, the step change in $v_O$ causes $v_3$ to change from $V_T$ to $V_T + V_{DD} = 1.5V_{DD}$, as shown in the timing diagram. These changes occur by a snapping action similar to that of Schmitt triggers.

With $v_3$ being high and $v_2$ being low, $C$ will now discharge toward $v_2 = 0$ via $R$. As soon as the value of $v_3$ decays to $V_T$, the circuit snaps back to the previous state; that is, $v_2$ goes high and $v_O$ goes low. The step change in $v_O$ causes $v_3$ to jump from $V_T$ to $V_T + V_{DD} = 0.5V_{DD}$, after which $v_3$ will again charge toward $v_2 = V_{DD}$. As shown, $v_2$ and $v_O$ snap back and forth between 0 and $V_{DD}$, but in antiphase, and they snap each time $v_3$ reaches $V_T$.

To find $f_0 = 1/(T_H + T_L)$, we again use Eq. (10.3), first with $\Delta t = T_H$, $V_{OO} = 0$, $V_0 = V_T + V_{DD}$, and $V_1 = V_T$, then with $\Delta t = T_L$, $V_{OO} = V_{DD}$, $V_0 = V_T - V_{DD}$, and $V_1 = V_T$. The result is

$$f_0 = \frac{1}{RC \ln \left( \frac{V_{DD} + V_T}{V_T} \times \frac{2V_{DD} - V_T}{V_{DD} - V_T} \right)} \quad (10.11)$$

For $V_T = V_{DD}/2$ we get $f_0 = 1/(RC \ln 9) = 1/2.2RC$ and $D(%) = 50\%$. In practice, due to production variations, there is a spread in the values of $V_T$. This, in turn,

![CMOS-gate free-running multivibrator.](image)

affects $f_0$, thus limiting the circuit to applications where frequency accuracy is not of primary concern.

We observe that if $v_3$ were applied to $I_1$ directly, the input protective diodes of $I_1$ would clamp $V_3$ and alter the timing significantly. This is avoided by using the decoupling resistance $R_1 > R$ (in practice, $R_1 \equiv 10R$ will suffice.)

CMOS Crystal Oscillator

In precise timekeeping applications, frequency must be much more accurate and stable than that afforded by simple RC oscillators. These demands are met with crystal oscillators, an example of which is shown in Fig. 10.13. Since the circuit

![CMOS-gate crystal oscillator.](image)
exploits the electromechanical-resonance characteristics of a quartz crystal to set \( f_0 \); it acts more like a tuned amplifier than a multivibrator. The idea here is to place a network that includes a crystal in the feedback loop of a high-gain inverting amplifier. This network routes a portion of the output signal back to the input, where it is reamplified in such a way as to sustain oscillation at a frequency set by the crystal.

A CMOS gate is made to operate as a high-gain amplifier by biasing it near the center of its VTC, where slope is the steepest and gain is thus maximized. Using a plain feedback resistance \( R_f \), as shown, establishes the dc operating point at \( V_0 = V_1 = V_f \approx \frac{V_{DD}}{2} \). Thanks to the extremely low input leakage current of CMOS gates, \( R_f \) can be made quite large. The function of the remaining components is to help establish the proper loss and phase, as well as provide a low-pass filter action to discourage oscillation at the crystal's higher harmonics.

Although crystals have to be ordered for specific frequencies, a number of commonly used units are available off the shelf, namely, 32.768 kHz crystals for digital wristwatches, 3.579545 MHz for TV tuners, and 100 kHz, 1 MHz, 2 MHz, 4 MHz, 5 MHz, 10 MHz, etc., for digital clock applications. A crystal oscillator can be tuned slightly by varying one of its capacitances, as shown. Crystal oscillators of the type shown can easily achieve stabilities on the order of 1 ppm/°C (1 part-per-million per degree Celsius).

The duty cycle of clock generators is not necessarily 50%. Applications requiring perfect square-wave symmetry are easily accommodated by feeding the oscillator to a toggle flip-flop. The latter then produces a square wave with \( D(\%) = 50\% \), but with half the frequency of the oscillator. To achieve the desired frequency we simply use a crystal with a frequency rating twice as high.

**Monostable Multivibrator**

On receiving a trigger pulse at the input, a monostable multivibrator or one-shot produces a pulse of a specified duration \( T \). This duration can be generated digitally, by counting a specified number of pulses from a clock source, or in analog fashion, by using a capacitor for time-out control. One-shots are used to generate strobe commands and delays, and in switch debouncing.

The circuit of Fig. 10.14 uses a NOR gate \( G \) and an inverter \( I \). The NOR yields a high output only when both inputs are low; if at least one of the inputs is high, the output will be low. Under normal conditions, \( v_1 \) is low and \( C \) is in steady state, so \( v_2 = V_{DD} \) due to the pullup action by \( R \), and \( v_3 = 0 \) by inverter action. Further, since both inputs to the NOR gate are low, its output is high, or \( v_1 = V_{DD} \), indicating zero voltage across \( C \).

The arrival of a trigger pulse \( v_I \) causes the NOR gate to pull \( v_1 \) low. Since the voltage across \( C \) cannot change instantaneously, \( v_2 \) will also go low, causing in turn \( v_3 \) to go high. Even if the trigger pulse is now deactivated, the NOR gate will keep \( v_1 \) low because \( v_2 \) is high. This state of affairs, however, cannot last indefinitely because \( R \) is now charging \( C \) toward \( V_{DD} \). In fact, as soon as \( v_2 \) reaches \( V_T \), the inverter snaps, forcing \( V_3 \) back low. In response to this, the NOR gate forces \( v_I \) high, and \( C \) then transmits this step to the inverter, thus reinforcing its initial snap in Schmitt-trigger fashion. Even though \( v_I \) tries to swing from \( V_T \) to \( V_T + V_{DD} \approx 1.5V_{DD} \), the internal protective diode \( D_3 \) of the inverter, shown explicitly in Fig. 10.11b, will clamp \( v_3 \) near \( V_{DD} \), thus discharging \( C \). The circuit is now back in the stable state preceding the arrival of the trigger pulse. The timeout \( T \) is found via Eq. (10.3) as

\[
T = RC \ln \frac{V_{DD}}{V_{DD} - V_T}
\]

For \( V_T = \frac{V_{DD}}{2} \), this reduces to \( T = RC \ln 2 = 0.69RC \).

A *retriggerable* one-shot begins a new cycle each time the trigger is activated, including activation during \( T \). By contrast, a *nonretriggerable* one-shot is insensitive to triggering during \( T \).

### 10.3 MONOLITHIC TIMERS

The need for the astable and monostable functions arises so often that special circuits, called *IC timers*, are available to satisfy these needs. Among the variety of available products, the one that has gained the widest acceptance in terms of cost and versatility is the 555 timer. Another popular product is the 2240 timer, which combines a timer with a programmable counter to provide additional timing flexibility.

**The 555 Timer**

As shown in Fig. 10.15, the basic blocks of the 555 timer are: (a) a trio of identical resistors, (b) a pair of voltage comparators, (c) a flip-flop, and (d) a BJT switch \( Q_T \). The resistances set the comparator thresholds at \( V_{TH} = (2/3)V_{CC} \) and \( V_{TL} = (1/3)V_{CC} \).
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10.16. The 555 timer as an astable multivibrator.

At power turn-on (t = 0), when the capacitor is still discharged, the voltage at the TRIG input is less than VTIL. This forces Q low and keeps the BJT in cutoff, thus allowing C to charge toward VCC via the series RA + RB. As soon as VCE reaches VTH, CMP1 fires and forces Q low. This turns on QO, which then pulls the DISCH pin to VCC via the series RA + RB. Consequently, C now discharges toward ground via RA. As soon as VCE reaches VTH, CMP2 fires, forcing Q high and turning off QO. This reestablishes the conditions for a new cycle of astable operation.

The time intervals TL and TH are found via Eq. (10.3). During TL, the time constant is RB/C, so TL = RB C ln(VTH/VCC) = RB C ln 2; during TH the time constant is (RA + RB)/C, so TH = (RA + RB) C ln(VCC - VTH)/(VCC - VTH). Consequently,

\[ T = TL + TH = RB/C \ln 2 + (RA + RB)/C \ln (VCC - VTH)/(VCC - VTH) \]  

Substituting VTH = (2/3)VCC and solving for \( f_0 = 1/T \) and \( D(\%) = 100T_H/(T_L + T_H) \) gives

\[ f_0 = \frac{1.44}{(RA + 2RB)C} \quad D(\%) = 100 \frac{RA + RB}{RA + 2RB} \]  

We observe that the oscillation characteristics are set by the external components and are independent of \( V_C \) and power-supply noise from causing false triggering when \( V_C \) approaches either threshold, use a 0.01-\( \mu \)F bypass capacitor between pin 5 and ground; this will clean VPP as well as VTIL. The timing accuracy of the 555 astable approaches 1%, with a temperature stability of 0.005%/°C and a power-supply stability of 0.05%/V.

**EXAMPLE 10.3.** In the circuit of Fig. 10.16 specify suitable components for \( f_0 = 50 \text{ kHz} \) and \( D(\%) = 75\% \).

**Solution.** Let \( C = 1 \text{ nF} \); so that \( RA + 2RB = 1.44/J_0C = 28.85 \text{ k}\Omega \). Imposing \((RA + RB)/(RA + 2RB) = 0.75\%\) gives \( RA = 30 \text{ k}\Omega \). Solving gives \( RA = 14.4 \text{ k}\Omega \) (use 14.3 k\Omega) and \( RB = 7.21 \text{ k}\Omega \) (use 7.15 k\Omega).
Since \( V_{TH} \) and \( V_{TL} \) remain stable during the oscillation cycle, the dual-comparator scheme utilized in the 555 allows higher operating frequencies than the single-comparator schemes of the previous section. In fact some 555 versions can easily operate to the megahertz range. The upper frequency limit is determined by how large the external component values can practically be made. Thanks to the extremely low input currents, CMOS timers allow for large external resistances, so very long time constants can be obtained without using excessively large capacitances.

Since \( T_H > T_L \), the circuit always gives \( D(\%) > 50\% \). A symmetric duty cycle can be approached in the limit \( R_A < R_B \); however, making \( R_A \) too small may lead to excessive power dissipation. A better approach to perfect symmetry is to use an output toggle flip-flop, as discussed in the previous section.

### The 555 as a Monostable Multivibrator

Figure 10.17 shows the 555 connection for monostable operation. Under normal conditions, the TRIG input is held high, and the circuit is in the stable state represented by \( Q \) low. Moreover, the BJT switch \( Q_o \) is closed, keeping \( C \) discharged, or \( v_C = 0 \). The circuit is triggered by lowering the TRIG input below \( V_{TH} \), forcing \( Q \) high and turning off \( Q_o \). This frees \( C \) to charge toward \( V_{CC} \) via \( R \). However, as soon as \( v_C \) reaches \( V_{TH} \), the upper comparator clears the flip-flop, forcing \( Q \) low and turning \( Q_o \) heavily on. The capacitance is rapidly discharged, and the circuit returns to the stable state preceding the arrival of the trigger pulse.

The pulse width \( T \) is readily found via Eq. (10.3) as

\[
T = RC \ln \frac{V_{CC}}{V_{CC} - V_{TH}}
\]  
(10.15)

Letting \( V_{TH} = (2/3)V_{CC} \) gives \( T = RC \ln 3 \), or

\[
T = 1.10RC
\]  
(10.16)

Note once again the independence of \( V_{CC} \). To enhance noise immunity, connect a 0.01-\( \mu \)F capacitor between pin 5 and ground (see Fig 10.15).

### Voltage Control

If desired, the timing characteristics of the 555 can be modulated via the CONTROL input. Changing \( V_{TH} \) from its nominal value of \( (2/3)V_{CC} \) will result in longer or shorter capacitance charging times, depending on whether \( V_{TH} \) is increased or decreased.

When the timer is configured for astable operation, modulating \( V_{TH} \) varies \( T_H \) while leaving \( T_L \) unchanged, as indicated by Eq. (10.13). Consequently, the output is a train of constant-width pulses with a variable repetition rate. This is referred to as pulse-position modulation (PPM).

When the timer is configured for monostable operation, modulating \( V_{TH} \) varies \( T \), as per Eq. (10.15). If the monostable is triggered by a continuous pulse train, the output will be a pulse train with the same frequency as the input but with the pulse width modulated by \( V_{TH} \). We now have pulse-width modulation (PWM).

PPM and PWM represent two common forms of information encoding for storage and transmission. Note that once \( V_{TH} \) is overridden externally, \( V_{TH} \) and \( V_{CC} \) are no longer related; hence, the timing characteristics are no longer independent of \( V_{CC} \).

### Example 10.4

Assuming \( V_{CC} = 5 \) V in the multivibrator of Example 10.3, find the range of variation of \( f_o \) and \( D(\%) \) if the voltage at the CONTROL input is modulated by \( V_{TH} \), and the capacitance is not connected to it, or if it is connected to an external sine wave with a peak amplitude of 1 V.

**Solution.** The range of variation of \( V_{TH} \) is \((2/3)5 \pm 1 \) V, or between 4.333 V and 2.333 V. Substituting into Eq. (10.13) gives \( T_L = 4.96 \mu s \) and \( 7.78 \mu s \leq T_H \leq 31.0 \mu s \), so we have \( 27.8 \) kHz \( \leq f_o \leq 78.5 \) kHz, and 61.1% \( \leq D(\%) \leq 86.2\% \).

### Timer/Counter Circuits

In applications requiring very long delays, the values of the timing components can become impractically large. This drawback is overcome by using components of manageable size and then stretching the multivibrator time scale with a binary counter. This concept is exploited in the popular 2240 timer/counter circuit, as well as other similar devices. As shown in Fig. 10.18, the basic elements of the 2240 are a time-base oscillator (TBO), an 8-bit ripple counter, and a control flip-flop (FF). The TBO is similar to the 555 timer, except that \( R_A \) has been eliminated to reduce the external component count, and the comparator thresholds have been changed to \( V_{TL} = 0.27V_{CC} \) and \( V_{TH} = 0.73V_{CC} \) to make the value of the logarithm in Eq. (10.13) exactly unity. Thus, the time-base is

\[
T = RC
\]  
(10.17)
The binary counter consists of eight toggle flip-flops that are buffered by open-collector BJTs. The desired amount of time stretching is programmed by connecting a suitable combination of counter outputs to a common pullup resistor $R_p$ in a wired-OR configuration. Once a particular combination is selected, the output will be low as long as any one of the selected outputs is low. For instance, connecting only pin 5 to the pullup resistor gives $T_o = 16T$, while connecting pins 1, 3, and 7 gives $T_o = (1 + 4 + 64)T = 69T$, where $T_o$ is the duration of the output timing cycle. By suitable choice of the connection pattern, one can program $T_o$ anywhere over the range $T \leq T_o \leq 255T$.

The purpose of the control flip-flop is to translate the external TRIGGER and RESET commands to the proper controls for the TBO and the counter. At power turn-on the circuit comes up in the reset state, where the TBO is inhibited and all open-collector outputs are high. On receiving an external trigger pulse, the control flip-flop goes high and initiates a timing cycle by enabling the TBO and forcing the common output node of the counter low. The TBO will now run until the count programmed by the wired-OR pattern is reached. At this point the output goes high, resetting the control flip-flop and stopping the TBO. The circuit is now in the reset state, awaiting the arrival of the next trigger pulse.

Cascading the counter stages of two or more 2240s makes it possible to achieve truly long delays. For instance, cascading two 8-bit counters yields an effective counter length of 16 bits, which allows $T_o$ to be programmed anywhere in the range from $T$ to over $65 \times 10^3T$. In this manner, delays of hours, days, or months can be generated using relatively small timing component values. Since the counters do not affect the timing accuracy, the accuracy of $T_o$ depends only on that of $T$, which is typically around 0.5%. $T$ can be fine-tuned by adjusting $R$.

**10.4 TRIANGULAR WAVE GENERATORS**

Triangular waves are generated by alternately charging and discharging a capacitor with a constant current. In the circuit of Fig. 10.19a the current drive for $C$ is provided by $OA$, a JFET-input op amp functioning as a floating-load $V/I$ converter. The converter receives a two-level drive from a 301 op amp comparator configured as a Schmitt trigger. Because of the inversion introduced by $OA$, the Schmitt trigger must be of the noninverting type. Also shown is a diode clamp to stabilize the Schmitt-trigger output levels at $\pm V_{clamp} = \pm (V_{Z5} + 2V_{D(on)})$. Consequently, the Schmitt-trigger input thresholds are $\pm V_T = \pm (R_1/R_2)V_{clamp}$.

Circuit behavior is visualized in terms of the waveforms of Fig. 10.19b. Assume at power turn-on ($t = 0$) $TBO$ swings to $+V_{out}$ so that $V_{SQ} = +V_{clamp}$. $OA$ converts this voltage to a current of value $V_{clamp}/R$ entering $C$ from the left. This causes $V_TR$ to ramp downward. As soon as $V_TR$ reaches $-V_T$, the Schmitt trigger snaps and $V_{SQ}$ switches from $+V_{clamp}$ to $-V_{clamp}$. $OA$ converts this new voltage to a capacitance current of the same magnitude but opposite polarity. Consequently, $V_TR$ will now ramp upward. As soon as $V_TR$ reaches $+V_T$, the Schmitt trigger snaps again, thus repeating the cycle. Figure 10.19b shows also the waveform $V_I$ at the noninverting input of $CMP$. By the superposition principle, this waveform is a linear combination of $V_TR$ and $V_{SQ}$, and it causes the Schmitt trigger to snap whenever it reaches $0V$. 

---

**FIGURE 10.18**

(a) Programmable delay generator using the XR-2240 timer/counter. (b) Timing diagram. (Courtesy of Exar.)
SECTION 10.4
Triangular Wave Generators

Slope Control

With the modification of Fig. 10.20a, the charge and discharge times can be adjusted independently to generate asymmetric waves. With \( v_{SQ} = + V_{clamp} \), \( D_3 \) is on and \( D_4 \) is off, so the discharge current is \( i_L = [V_{clamp} - V_{D(oh)}]/(R_H + R) \). With \( v_{SQ} = - V_{clamp} \), \( D_3 \) is off and \( D_4 \) is on, and the charge current is \( i_L = [V_{clamp} - V_{D(oh)}]/(R_L + R) \). The charge and discharge times are found as \( C \times 2V_T = i_L T_L \) and \( C \times 2V_T = i_H T_H \), respectively. The function of \( D_1 \) and \( D_2 \) is to compensate for the \( V_{D(on)} \) term due to \( D_3 \) and \( D_4 \). With \( D_1 \) and \( D_2 \) in place we now have \( V_T/R \) proportional to \( [V_{clamp} - V_{D(oh)}]/R_2 \). Combining all the above information yields

\[
T_L = 2R_1C(R_L + R) \quad T_H = 4R_1C(R_H + R) \tag{10.19}
\]

The frequency of oscillation is \( f_0 = 1/(T_H + T_L) \). Note that if one of the slopes is made much steeper than the other, \( v_{TR} \) will approach a sawtooth and \( v_{SQ} \) a train of narrow pulses.

EXAMPLE 10.5. In the circuit of Fig. 10.19a specify suitable components for a square wave with peak values of \( \pm 5 \text{ V} \), a triangular wave with peak values of \( \pm 10 \text{ V} \), and for continuously variable from 10 Hz to 10 kHz.

Solution. We need \( V_T = V_{clamp} - 2V_{D(oh)} = 5 - 2 \times 0.7 = 3.6 \text{ V} \), and \( R_1/R_2 = V_{T(amp)}/V_T = 5/10 = 0.5 \) (use \( R_1 = 20 \text{k}\Omega, R_2 = 10 \text{k}\Omega \). Since \( f_0 \) must be variable over a 1000:1 range, implement \( R \) with a pot and a series resistance \( R_1 \) such that \( R_{min} = 1000 R_1 \). Use \( R_{pot} = 2.5 \text{ M}\Omega \) and \( R_1 = 2.5 \text{ k}\Omega \). For \( R_{max} = R_1 \), we want \( f_0 = f_{nom} = 10 \text{ kHz} \). By Eq. (10.18), \( C = 0.5/(10^4 \times 4 \times 2.5 \times 10^{-3}) = 5 \text{ nF} \). The function of \( R_1 \) is to provide current to \( R_2 \), \( R_3 \), the diode bridge, and the output load under all operating conditions. Now, \( I_{D(on)} = V_{clamp}/R_2 = 5/10 = 0.5 \text{ mA} \). Imposing a bridge current of \( 1 \text{ mA} \) and allowing for a maximum load current of \( 1 \text{ mA} \) yields \( f_{nom} = 2 + 0.5 + 1 + 1 = 4.5 \text{ mA} \). Then, \( R_1 = (13 - 5)/4.5 = 1.77 \text{ k}\Omega \) (use 1.5 \text{k}\Omega to be safe). For the diode bridge, use a CA3039 diode array (Harris).

Voltage-Controlled Oscillator

Many applications require that \( f_0 \) be programmable automatically, for instance, via a control voltage \( v_f \). The required circuit, known as a voltage-controlled oscillator (VCO), is designed to give \( f_0 = k v_f, v_f > 0 \), where \( k \) is the sensitivity of the VCO, in hertz per volt.

Figure 10.21 shows a popular VCO realization. Here \( OA \) is a \( V-I \) converter that forces \( C \) to conduct a current linearly proportional to \( v_f \). To ensure capacitor charging
as well as discharging, this current must alternate between opposite polarities. As we shall see shortly, polarity is controlled via the n-MOSFET switch. Moreover, CMP forms a Schmitt trigger whose output levels are \( V_{OQ} = V_{CESS} \approx 0 \) V when the output BJT is saturated, and \( V_{OH} = V_{CC}/(1 + R_2/R_1) = 10 \) V when the BJT is off. Since the noninverting input is obtained directly from the output, the trigger thresholds are likewise \( V_{TL} = 0 \) V and \( V_{TH} = 10 \) V. The circuit operates as follows.

By op amp and voltage-divider action, the voltage at both inputs of OA is \( V_{TH}/2 \), so the current through the \( 2R \) resistance is at all times \( I_I = (V_I - V_{TH}/2)/2R = V_I/4R \). Assume the Schmitt trigger starts in the low state, or \( V_{SQ} = 0 \) V. With a low gate voltage, \( M_1 \) is off, so all the current supplied by the \( 2R \) resistance flows into \( C \), causing \( V_{TR} \) to ramp downward.

As soon as \( V_{TR} \) reaches \( V_{TL} = 0 \) V, the Schmitt trigger snaps, causing \( V_{SQ} \) to jump to 10 V. With a high gate voltage, \( M_1 \) turns on and shorts \( R \) to ground, sinking the current \( (V_I/2)/R = 2I_I \). Since only half of this current is supplied by the \( 2R \) resistance, the other half must come from \( C \). Thus, the effect of turning on \( M_1 \) is to reverse-the current through \( C \) without affecting its magnitude. Consequently, \( V_{TR} \) is now ramping upward.

As soon as \( V_{TR} \) reaches \( V_{TH} = 10 \) V, the Schmitt trigger snaps back to 0 V, turning off \( M_1 \) and reestablishing the conditions of the previous half-cycle. The circuit is therefore oscillating. Using Eq. (10.2) with \( \Delta t = T/2, I = V_I/4R, \) and \( \Delta V = V_{TH} - V_{TL} \), and then solving for \( f_0 = 1/T \) gives

\[
f_0 = \frac{V_I}{8RC(V_{TH} - V_{TL})} \tag{10.20}
\]

With \( V_{TH} - V_{TL} = 10 \) V we get \( f_0 = kV_I, k = 1/8SRC \). Using, for example, \( R = 10 \) kΩ, \( 2R = 20 \) kΩ, and \( C = 1.25 \) nF gives a sensitivity \( k = 1 \) kHz/V. Then, varying \( V_I \) over the range of 10 mV to 10 V sweeps \( f_0 \) over the range of 10 Hz to 10 kHz.

![Figure 10.21](image)

**Figure 10.21**

Voltage-controlled triangular/square-wave oscillator. (Power supplies are ±15 V.)

The accuracy of Eq. (10.20) is limited at high frequencies by the dynamics of OA, CMP, and \( M_1 \), and at low frequencies by the input bias current and offset voltage of OA. To null the latter, set \( V_I \) to a low value, say, 10 mV, and then adjust the offset-nulling pot for a 50% duty cycle. Another source of error is the channel resistance \( r_{ds(on)} \) of the FET switch. The data sheets of the M116 FET (Siliconix) give \( r_{ds(on)} \approx 100 \) Ω typical. With \( R = 10 \) kΩ, this represents an error of only 1%; if desired, this can be eliminated by reducing \( R \) from 10 kΩ to 10 kΩ – 100 kΩ = 9.9 kΩ.

**Triangular-to-Sine Wave Conversion**

If a triangular wave is passed through a circuit exhibiting a sinusoidal VTC, as shown in Fig. 10.22a, the result is a sine wave. Since nonlinear wave shaping is independent of frequency, this form of sine wave generation is particularly convenient when used in connection with triangular-output VCOs, since the latter offer much wider tuning ranges than Wien-bridge oscillators. Practical wave shapers approximate a sinusoidal VTC by exploiting the nonlinear characteristics of diodes or transistors. \(^4\)
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**Figure 10.22**

(a) VTC of a triangular-to-sine wave converter. (b) Logarithmic wave shaper.

In the circuit of Fig. 10.22b a sinusoidal VTC is approximated by suitably overdriving an emitter-degenerated differential pair. Near the zero-crossings of the input, the gain of the pair is approximately linear; however, as either peak is approached, one of the BJTs is driven to the verge of cutoff, where the VTC becomes logarithmic and produces a gradual rounding of the triangular wave. The THD of the output is minimized at about 0.2% for \( R_1 \cong 2.5V_T \) and \( V_{in} \cong 0.6V_T \), where \( V_{in} \) is the peak amplitude of the triangular wave and \( V_T \) is the thermal voltage \( (kT)/q \) at room temperature. This translates to \( R_1 \cong 65 \) mV and \( V_{in} \cong 172 \) mV, indicating that the triangular wave must be properly scaled to fit the requirements of the wave shaper.

Figure 10.23 shows a practical wave shaper realization. The shaping function is performed by the LM394 matched BJT pair, whose output is converted to a
single-ended current with the help of the current mirror $Q_3, Q_4$; this current is then converted to a voltage by the op amp. The circuit is calibrated with the help of an oscilloscope/spectrum analyzer as follows: (a) first, adjust the 25-kΩ pot for a symmetrical output; (b) next, adjust the 5-kΩ pot for minimum output distortion; (c) finally, adjust the 50-kΩ pot for the desired output amplitude. The input attenuator, designed for triangular waves with peak values of ±5 V, can easily be adapted to other amplitudes. With proper calibration, the THD can be kept below 1%.

10.5 SAWTOOTH WAVE GENERATORS

A sawtooth cycle is generated by charging a capacitor at a constant rate and then rapidly discharging it with a switch. Figure 10.24 shows a circuit utilizing this principle. The current drive for $C$ is provided by $OA$, a floating-load $V-I$ converter. In order for $v_{ST}$ to be a positive ramp, $i_s$ must always flow out of the summing junction, or $v_I < 0$. $R_2$ and $R_3$ establish the threshold $V_T = V_{CC}/(1 + R_2/R_3) = 5$ V.

At power turn-on ($t = 0$), when $C$ is still discharged, the $311$ comparator inputs are $v_P = 0$ V and $v_N = 5$ V, indicating that the output BJT is in saturation and $v_{PULSE} = -15$ V. With a gate voltage this low, the $n$-JFET $J_1$ is in cutoff, allowing $C$ to charge. As soon as the ensuing ramp $v_{ST}$ reaches $V_T$, the comparator output BJT goes off, allowing the 2-kΩ resistor to pull $v_{PULSE}$ to ground. This change of state takes place in a snapping fashion because of the positive-feedback action provided by $C_1$. Since now $v_{GS} = 0$ V, the JFET switch closes and rapidly discharges $C$, bringing $v_{ST}$ to 0 V.

The comparator is prevented from responding immediately to this change in $v_{ST}$ because of the charge accumulated in $C_1$ during the transition of $v_{PULSE}$ from $-15$ V to 0 V. This one-shot action, whose duration $T_D$ is proportional to $R_1C_1$, is designed to ensure that $C$ undergoes complete discharge. With the component values shown, $T_D < 1 \mu s$. After timing out, $v_{PULSE}$ returns to $-15$ V, turning $J_1$ off again and allowing $C$ to resume charging. The cycle, therefore, repeats itself.

The charging time $T_CH$ is found using Eq. (10.2) with $\Delta t = T_CH$, $i = |v_I|/R$, and $\Delta v = V_T$. Letting $f_0 = 1/(T_CH + T_D)$, we obtain

$$f_0 = \frac{1}{RCV_T/|v_I| + T_D} \quad (10.21)$$

As long as $T_D < T_CH$, this simplifies to

$$f_0 = \frac{|v_I|}{RCV_T} \quad (10.22)$$

indicating that $f_0$ is linearly proportional to the control voltage $v_I$. With $R = 90.9$ kΩ and $C = 2.2$ nF, $f_0 = |v_I|/k = 1$ kHz/V, so varying $v_I$ from $-10$ mV to $-10$ V will sweep $f_0$ from 10 Hz to 10 kHz. The circuit can also function as a current-controlled oscillator (CCO) if we drive it directly with a current sink $i_I$. Then, $f_0 = i_I/CV_T$.

A common application of sawtooth CCOs is found in electronic music, where the control current is provided by an exponential $V-I$ converter designed for a sensitivity of 1 octave per volt over a 10-decade frequency range, typically from 16.3516 Hz to 16.744 kHz.

Practical Considerations

A good choice for $OA$ is a FET-input op amp combining low input bias current, which is critical at the low end of the control range, with good slew-rate performance, which is critical at the high end. The input offset voltage is not critical in the CCO mode;
however, offset nulling may be necessary in the VCO mode. Also, $J_1$ should exhibit low leakage and low $I_{(20m)}$.

The high-frequency accuracy of the oscillator is limited by the presence of $T_D$ in Eq. (10.21). The ensuing error can be compensated for by speeding up the capacitor charging time to make up for the delay $T_D$. This can be achieved by making $V_T$ decrease with frequency, for instance, by coupling $V_T$, which is negative, to the junction of $R_2$ and $R_3$ via a suitable series resistance $R_4$. It can be proved (see Problem 10.31) that choosing $R_4 = (R_2 \parallel R_3) \times (RC/T_D - 1)$ makes $f_0$ linearly proportional to $V_T$, though at the price of a slight reduction of the sawtooth amplitude at high frequencies.

**10.6 MONOLITHIC WAVEFORM GENERATORS**

Also called function generators, these circuits are designed to provide the basic waveforms with a minimum of external components. The heart of a waveform generator is a VCO that generates the triangular and square waves. Passing the triangular wave through an on-chip wave shaper yields the sine wave, whereas configuring the oscillator for a highly asymmetric duty cycle gives the sawtooth and pulse-train waves. The two most frequent VCO configurations are the grounded capacitor and the emitter-coupled types, both of which are available either as stand-alone units or as part of complex systems, such as phase-locked loops (PLLs), tone decoders, V-F converters, and PWM controllers.

**Grounded-Capacitor VCOs**

These circuits are based on the principle of charging and discharging a grounded capacitor at rates $i_A$ and $i_B$, respectively, of programmable current generators. With reference to Fig. 10.25a, we note that when the switch $SW$ is in the up position, $C$ charges at a rate set by the current source $i_A$. Once $V_{TH}$ reaches the upper threshold $V_{TH}$, the Schmitt trigger changes state and flips $SW$ to the down position, causing $C$ to discharge at a rate set by the current sink $i_B$. Once $V_{TH}$ reaches $V_{TH}$, the trigger changes state again, flipping $SW$ to the up position and repeating the cycle.

To allow for automatic frequency control, $i_A$ and $i_B$ are made programmable via an external control voltage $V_J$. If the magnitudes of $i_A$ and $i_B$ are equal, the output waveform will be symmetric. Conversely, if one of the currents is made much larger than the other, $V_{TH}$ will approach a sawtooth.

The grounded-capacitor configuration is used in the design of temperature-stable VCOs with operating frequencies up to tens of megahertz. Popular products utilizing this configuration are the NE566 function generator (Signetics) and the ICL8038 precision waveform generator (Harris).

**The ICL 8038 Waveform Generator**

In the circuit of Fig. 10.26, $Q_1$ and $Q_2$ form two programmable current sources whose magnitudes are set by the external resistors $R_A$ and $R_B$. The drive for $Q_1$ and $Q_2$ is provided by the emitter follower $Q_3$, which also compensates for their base-emitter voltage drops to yield $i_A = V_J/R_A$ and $i_B = V_J/R_B$, with $V_J$ being referenced to $V_{CC}$ as shown. While $i_A$ is fed to $C$ directly, $i_B$ is diverted to the current mirror $Q_4 - Q_5 - Q_6$ where it undergoes polarity reversal as well as amplification by 2 due to the combined action of $Q_5$ and $Q_6$. The result is a current sink of magnitude $2i_B$.

The Schmitt trigger is similar to that of the 555 timer, with $V_{TH} = (1/3)V_{CC}$ and $V_{TH} = (2/3)V_{CC}$. When the flip-flop output $Q$ is high, $Q_3$ saturates and pulls the
bases of \( Q_5 \) and \( Q_6 \) low, shutting off the current sink. Consequently, \( C \) charges at a rate set by \( i_H = i_A \). Once the capacitance voltage reaches \( V_{TH} \), \( CMP_1 \) fires and clears the flip-flop, turning \( Q_7 \) off and enabling the current mirror. The net current out of \( C \) is now \( i_L = i_0 - i_A \). As long as \( 2i_0 > i_A \), this current will cause \( C \) to discharge. Once \( V_n \) is reached, \( CMP_2 \) fires and sets the flip-flop, thus repeating the cycle. It can be shown (see Problem 10.32) that

\[
 f_0 = \frac{3}{2} \frac{R_B}{R_C V_{CC}} \left( \frac{V_I}{V_{TH}} \right) D(\%) = 100 \left( 1 - \frac{R_B}{2R_A} \right) \tag{10.23}
\]

With \( R_A = R_B = R \), the circuit yields symmetric waveforms with \( f_0 = kV_I \), \( k = 1.5/R_C V_{CC} \). As shown in the figure, the device is also equipped with a unity-gain buffer to isolate the waveform developed across \( C \), a wave shaper to convert the triangular wave to a low-distortion sine wave, and an open-collector transistor (\( Q_8 \)) to provide, with the help of an external pullup resistor, a square-wave output.

Figure 10.27 shows the wave shaper utilized in the 8038. The circuit is known as a breakpoint wave shaper because it uses a set of breakpoints at designated signal levels to fit a nonlinear VTC by a piecewise linear approximation. The circuit, designed to process triangular waves alternating between \((1/3)V_{CC}\) and \((2/3)V_{CC}\), uses the resistive strings shown at the right to establish two sets of breakpoint voltages symmetric about the midrange value \((1/2)V_{CC}\). These voltages are then buffered by the even-numbered emitter-follower BJTs. The circuit works as follows.

For \( V_I \) near \((1/2)V_{CC}\), all odd-numbered BJTs are off, giving \( V_O = V_I \). Consequently, the initial slope of the VTC is \( a_0 = \Delta V_O/\Delta V_I = 1 \) V/V. As \( V_I \) is increased to the first breakpoint, the common-base BJT \( Q_1 \) goes on and loads down the source, changing the VTC slope from \( a_0 \) to \( a_1 = 10/(1 + 10) = 0.909 \) V/V. Further increasing \( V_I \) to the second breakpoint turns \( Q_3 \) on, changing the slope to \( a_2 = (10 \times 2.7)/(1 + (10 \times 2.7)) = 0.680 \) V/V. The process is repeated for the remaining breakpoints above \((1/2)V_{CC}\) as well as the corresponding breakpoints below \((1/2)V_{CC}\). By progressively reducing the slope as \( V_I \) moves away from its midrange value, the circuit approximates a sinusoidal VTC with THD levels around 1% or less. We observe that the even- and odd-numbered BJTs associated with each breakpoint are complementary to each other. This results in a first-order cancellation of the corresponding base-emitter voltage drops, yielding more predictable and stable breakpoints.

**Basic 8038 Applications**

In the basic connection of Fig. 10.28 the control voltage \( V_I \) is derived from \( V_{CC} \) via the internal voltage divider \( R_1 \) and \( R_2 \) (see Fig. 10.26), so \( V_I = (1/5)V_{CC} \). Inserting into Eq. (10.23) gives

\[
 f_0 = \frac{0.3}{RC} D(\%) = 50\% \tag{10.24}
\]

indicating that \( f_0 \) is independent of \( V_{CC} \), a desirable feature as we know. By proper choice of \( R \) and \( C \), the circuit can be made to oscillate at any frequency from 0.001 Hz to 1 MHz. The thermal drift of \( f_0 \) is typically 50 ppm/°C. For optimum performance, confine \( i_A \) and \( i_B \) within the 1-μA to 1-mA range.
For perfect symmetry it is crucial that \( i_L \) and \( i_H \) be exactly in a 2:1 ratio. By adjusting \( R_{SYM} \) one can keep the distortion level of the sine wave near 1%. Connecting a 100-k\( \Omega \) pot between pins 12 and 11 allows one to control the degree of balance of the wave shaper to further reduce the THD.

As mentioned, the square-wave output is of the open-collector type, so a pullup resistor \( R_p \) is needed. The peak-to-peak amplitudes of the square, triangular, and sine waves are \( V_{CC} \), 0.33\( V_{CC} \), and 0.22\( V_{CC} \), respectively. All three waves are centered at \( V_{CC}/2 \).

Powering the 8038 from split supplies makes the waves symmetric about ground.

**EXAMPLE 19.6.** Assuming \( V_{CC} = 15 \text{ V} \) in the circuit of Fig. 10.28, specify suitable components for \( f_0 = 10 \text{ kHz} \).

**Solution.** Impose \( i_s = 100 \mu\text{A} \), which is well within the recommended range. Then, \( R = (15/5)/0.1 = 30 \text{ k}\Omega \), and \( C = 0.3/(10 \times 10^3 \times 30 \times 10^3) = 1 \text{ nF} \). Use \( R_p = 10 \text{ k}\Omega \), and use \( R_{SYM} = 5 \text{ k}\Omega \) to allow for a ±20% symmetry adjustment. Then, recalculating \( R_{THD} \) as \( 30 - 5/2 = 27.5 \text{ k}\Omega \) (use 27.4 \text{ k}\Omega). To calibrate the circuit, adjust \( R_{SYM} \) so that the square wave has \( D(\%) = 50\% \), and \( R_{THD} \) until the THD of the sine wave is minimized.

Varying the voltage of pin 8 provides automatic frequency sweeps. The fact that the control voltage must be referenced to the \( V_{CC} \) rail is annoying in certain applications. This can be avoided by powering the 8038 between ground and a negative supply, as in Fig. 10.29. Also shown in the diagram is an op amp that converts the control voltage \( v_t \) to a current \( i_t \), which then splits evenly between \( Q_1 \) and \( Q_2 \). This scheme also eliminates any errors stemming from imperfect cancellation of the base-emitter voltage drops of \( Q_3 \) and the \( Q_1-Q_2 \) pair. For accurate \( V-I \) conversion, the input offset voltage of the op amp must be nulled. The circuit shown is designed to give \( i_t = v_t/(5 \text{ k}\Omega) \) over a 1000:1 range, and is calibrated as follows: (a) with \( v_t = 10.0 \text{ V} \) and the wiper of \( R_3 \) set in the middle, adjust \( R_2 \) for \( D(\%) = 50\% \); hence, adjust \( R_4 \) for the desired full-scale frequency \( f_S \); (b) with \( v_t = 10.0 \text{ mV} \) and the wiper of \( R_3 \) set in the middle, adjust \( R_2 \) for \( D(\%) = 50\% \); hence, adjust \( R_3 \) for \( D(\%) = 50\% \); repeat the adjustment of \( R_4 \), if necessary; (c) with \( v_t = 1 \text{ V} \), adjust \( R_5 \) for minimum THD.

**Emitter-Coupled VCOs**

These VCOs use a pair of cross-coupled Darlington stages and an emitter-coupling timing capacitor, as shown \(^4 \) in Fig. 10.30. The two stages are biased with matched emitter currents, and their collector swings are constrained to just one diode voltage drop by clamps \( D_1 \) and \( D_2 \).

The cross-coupling between the two stages ensures that either \( Q_1-D_1 \) or \( Q_2-D_2 \) (but not both) are conducting at any given time. This bistable behavior is similar to cross-coupled inverters in flip-flop realizations. Unlike flip-flops, however, the capacitive coupling between the emitters causes the circuit to alternate between its two states in an astable-multivibrator fashion. During any half cycle, the capacitor plate connected to the stage that is on remains at a constant potential, while the plate connected to the stage that is off ramps downward at a rate set by \( v_t \). As the ramp approaches the emitter conduction threshold of the corresponding BJT, the latter goes on, forcing the other BJT to go off because of the positive-feedback action stemming from cross-coupling. Thus, \( C \) is alternately charged and discharged at a rate set by \( v_t \).

Circuit operation is better visualized by tracing through the waveforms of Fig. 10.30. Note that the emitter waveforms are identical except for a half-cycle delay. Feeding them to a high input-impedance difference amplifier yields a symmetric triangular wave with a peak-to-peak amplitude of two base-emitter voltage drops.
SECTION 10.6
Monolithic Waveform Generators

The frequency of oscillation is found via Eq. (10.2) with $\Delta f = T/2$ and $\Delta v = 2V_{BE}$.

Letting $f_0 = 1/T$ gives

$$f_0 = \frac{f_R}{4CV_{BE}} \quad (10.25)$$

indicating the CCO capability of the circuit.

The emitter-coupled oscillator enjoys a number of advantages: (a) it is simple and symmetric, (b) it lends itself to automatic frequency control, and (c) it is inherently capable of high-frequency operation since it consists of nonsaturating npn-BJT's. In its basic form of Fig. 10.30a, however, it suffers from a major drawback, namely, the thermal drift of $V_{BE}$, which is typically $-2 \text{ mV/}^\circ \text{C}$. There are various methods of stabilizing $f_0$ with temperature. One method makes $f_R$ proportional to $V_{BE}$ to render their ratio temperature-independent. Popular devices utilizing this technique are the PLLs of the NE560 (Signetics) and XR-210/15 (Exar) types. Other methods modify the basic circuit to eliminate the $V_{BE}$ term altogether. Though the increased circuit complexity lowers the upper end of the usable frequency range, these methods achieve thermal drifts as low as 20 ppm/$^\circ$C. Popular products using this approach are the XR-2206/07 monolithic function generators (Exar) and the AD537 V-F converter (Analog Devices).

The XR-2206 Function Generator

This device uses an emitter-coupled CCO to generate the triangular and square waves, and a logarithmic wave shaper to convert the triangle to the sine wave. The CCO parameters are designed so that when the circuit is connected in the basic configuration of Fig. 10.31, the frequency of oscillation is

$$f_0 = \frac{1}{RC} \quad (10.26)$$

The operating frequency range is from 0.01 Hz to more than 1 MHz, with a typical thermal stability of 20 ppm/$^\circ$C. The recommended range for $R$ is from 1 k$\Omega$ to 2 M$\Omega$, and the optimum range is 4 k$\Omega$ to 200 k$\Omega$.

The amplitude and offset of the sine wave are set by the resistive network external to pin 3. Denoting the equivalent resistance seen by this pin as $R_3$, the peak amplitude is approximately 60 mV for every kilohm of $R_3$. For instance, with the wiper of $R_2$ set in the middle, the peak amplitude of the sine wave is

$$V_{PEAK} = \frac{60 \text{ mV}}{R_3} \times \frac{R_3}{2} = 1.65 \text{ V}.$$

The sine wave offset is the same as the dc voltage established by the external network. With the components shown, this is $V_{CC}/2$.

Open circuiting pins 13 and 14 disables the rounding action by the wave shaper so that the output waveform becomes triangular. Its offset is the same as that of the sine wave; however, its peak amplitude is approximately twice as large. The square-wave output is of the open-collector type, hence, a pullup resistor is required.

Figure 10.32 shows another widely used 2206 configuration, which exploits the device's ability to operate with two separate timing resistances $R_1$ and $R_2$. With control pin 9 open-circuited or driven high, only $R_1$ is active and the circuit oscillates at $f_1 = 1/R_1C$; similarly, with pin 9 driven low, only $R_2$ is active and the circuit oscillates at $f_2 = 1/R_2C$. Thus, frequency can be keyed between two levels, often referred to as mark and space frequencies, whose values are set independently by $R_1$ and $R_2$. Frequency shift keying (FSK) is a widely used method of transmitting...
Wide-Sweep Multivibrator VFCs

These circuits are essentially voltage-controlled astable multivibrators designed with VFC performance specifications in mind. The multivibrator is usually a temperature-stabilized version of the basic CCO concept of Fig. 10.30. A popular product in this category is the AD537 (Analog Devices) shown in Fig. 10.33. The op amp and Q1 form a buffer V-I converter that converts \( V_I \) to the current drive \( i_I \) for the CCO according to \( i_I = V_I / R \).

The CCO parameters have been chosen so that

\[
fo = i_I / 10RC,
\]

This relationship holds fairly accurately over a dynamic range of at least four decades, up to a full-scale current of 1 mA and a full-scale frequency of 100 kHz. For instance, with \( C = 1 \text{ nF}, R = 10 \text{ k} \Omega \) and \( V_{ee} = 15 \text{ V} \), varying \( V_I \) from 1 mV to 10 V varies \( i_I \) from 0.1 \mu A to 1 mA and \( f_0 \) from 10 Hz to 100 kHz. To minimize the V-I conversion error at the low end of the range, the op amp input offset error is nulled internally via \( R_{GS} \).

Though the figure shows the connection for \( V_I > 0 \), we can easily configure the device for \( V_I < 0 \) by grounding the noninverting input of the op amp, lifting the left terminal of \( R \) off ground, and applying \( V_I \) there. The device can also function as a current-to-frequency converter (CFC) if we make the control current flow out of the inverting input node. For instance, grounding pin 5 and replacing \( R \) by a photodetector diode current sink will convert light intensity to frequency.

The AD537 also includes an on-chip precision voltage reference to stabilize the CCO scale factor. This yields a typical thermal stability of 30 ppm/°C. To further enhance the versatility of the device, two nodes of the reference circuitry are made available to the user, namely, \( V_R \) and \( V_r \). Voltage \( V_R \) is a stable 1.00-\text{V} voltage reference. Obtaining \( V_I \) from pin 7 in Fig. 10.33 yields \( f_0 = 1/10RC \), and if \( R \) is

![Image of AD537 voltage-to-frequency converter](Courtesy of Analog Devices.)
a resistive transducer, such as a photoresistor or a thermistor, it will convert light or temperature to frequency.

Voltage \( V_T \) is a voltage linearly proportional to absolute temperature \( T \) as \( V_T = (1 \text{ mV/K})T \). For instance, at \( T = 25^\circ \text{C} = 273.2 \text{ K} \) we have \( V_T = 298.2 \text{ mV} \). If \( v_I \) is derived from pin 6 in Fig. 10.33, then \( f_o = T/(RC \times 10^4 \text{ K}) \), indicating that the circuit converts absolute temperature to frequency. For instance, with \( R = 10 \Omega \) and \( C = 1 \text{ nF} \), the sensitivity is 10 Hz/K. Other temperature scales, such as Celsius and Fahrenheit, can be accommodated by suitably offsetting the input range with the help of \( V_R \).

**Example 10.3.** In the circuit of Fig. 10.34 specify suitable components to yield Celsius-to-frequency conversion with a sensitivity of 10 Hz/°C; then outline the calibration procedure.

**Solution.** For \( T = 0^\circ \text{C} = 273.2 \text{ K} \) we have \( V_T = 0.2732 \text{ V} \) and we want \( f_o = 0 \). Thus, \( R_1 \) must develop a 0.2732-V drop. Imposing \( 0.2732/R_1 = (1.00 - 0.2732)/R_2 \) yields \( R_2 = 2.66R_1 \). For a sensitivity of 10 Hz/°C we want \( 10 = 1/10RC \), where \( R = R_1 + (R_2 \parallel R_3) \) is the effective resistance seen by \( Q_1 \). Let \( C = 3.9 \text{ nF} \); then \( R = 2.564 \text{ k} \Omega \). Let \( R_1 = 2.74 \text{ k} \Omega \); then \( R_2 = 2.66 \times 2.74 = 7.29 \text{ k} \Omega \) (use \( 6.34 \text{ k} \Omega \) in series with a 2-kΩ pot). Finally, \( R_3 = 2.564 - (2.74 \times 7.29) = 572 \Omega \) (use \( 324 \Omega \) in series with a 500-Ω pot).

To calibrate, place the IC in a 0°C environment and adjust \( R_1 \) so that the circuit is barely oscillating, say, \( f_o \approx 1 \text{ Hz} \). Then move the IC to a 100°C environment and adjust \( R_1 \) for \( f_o = 1.0 \text{ kHz} \).

Figure 10.34 shows another useful feature of the AD537, namely, the ability to transmit information over a twisted pair. This pair serves the dual purpose of supplying power to the device and carrying frequency data in the form of current modulation. With the parameter values shown, the current drawn by the AD537 alternates between about 1.2 mA during the half-cycle in which \( Q_2 \) is off, and \( 1.2 + (5 - V_{EB(3mA)} - V_{CE(3mA)})/R_p \approx 1.2 + (5 - 0.8 - 0.1)/1 = 5.3 \text{ mA} \) during the half-cycle in which \( Q_3 \) is on. This current difference is sensed by \( Q_2 \) as a voltage drop across the 120-Ω resistance. This drop is designed to be low enough to keep \( Q_3 \) in cutoff when the current is 1.2 mA, yet large enough to drive \( Q_3 \) in saturation when the current is 5.3 mA. Consequently, \( Q_3 \) reconstructs a 5-V square wave at the receiving end. The ripple of about 0.5 V appearing across the 120-Ω resistance does not affect the performance of the AD537, thanks to its high PSRR.

**Charge-Balancing VFCs**

The charge-balancing technique supplies a capacitor with continuous charge at a rate that is linearly proportional to the input voltage \( v_I \), while simultaneously pulling discrete charge packets out of the capacitor at a rate \( f_o \) such that the net charge flow is always zero. The result is \( f_o = k v_I \). Figure 10.35 illustrates the principle using the VFC32 V-F converter (Burr-Brown).

\( OA \) converts \( v_I \) to a current \( i_I = v_I/R \) flowing into the summing junction; the value of \( R \) is chosen such that we always have \( i_I < 1 \text{ mA} \). With \( SW \) open, \( i_I \) flows into \( C_1 \) and causes \( v_I \) to ramp downward. As soon as \( v_I \) reaches 0 V, \( CMP \) fires and triggers a precision one-shot that closes \( SW \) and turns on \( Q_1 \) for a time interval
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**Figure 10.34**
AD537 application as a temperature-to-frequency converter with two-wire transmission. (Courtesy of Analog Devices.)

![Figure 10.35](image2.png)

**Figure 10.35**
The VFC32 voltage-to-frequency converter. (Courtesy of Burr-Brown.)
The frequency-to-voltage converter (FVC) performs the inverse operation, namely, it accepts a periodic waveform of frequency \( f_1 \) and yields an analog output voltage

\[
v_O = k f_1
\]

where \( k \) is the FVC sensitivity, in volts per hertz. FVCs find application as tachometers in motor speed control and rotational measurements. Moreover, they are used in conjunction with VFCs to convert the transmitted pulse train back to an analog voltage.

A charge-balancing FVC can be easily configured as an FVC by applying the periodic input to the comparator and deriving the output from the op amp, which now has the resistance \( R \) in the feedback path (see Fig. 10.36). The input signal usually requires proper conditioning to produce a voltage with reliable zero-crossings for CMP. Shown in the figure is a high-pass network to accommodate inputs of the TTL and CMOS type. On each negative spike of \( v_1 \), CMP triggers the one-shot, closing SW and pulling 1 mA out of \( C_1 \) for a duration \( T_H \) as given in Eq. (10.29).

In response to this train of current pulses, \( v_0 \) builds up until the current pulled out of the summing junction of \( OA \) in 1-mA packets is exactly counterbalanced by that injected by \( v_0 \) via \( R \) continuously, or \( f_1 \times 10^{-3} \times T_H = v_0 / R \). Solving for \( v_0 \) and using Eq. (10.29) gives

\[
v_O = 7.5 R C f_1
\]

The value of \( C \) is determined on the basis of a maximum duty cycle of 25%, as

**Example 10.8.** In the circuit of Fig. 10.35 specify components so that a full-scale input of 10 V yields a full-scale output of 100 kHz. The circuit is to have provisions for offset voltage nulling as well as full-scale adjustment.

**Solution.** We have \( T = 1 / 10^3 = 1 \mu s \). For \( D(\% \text{max}) = 25\% \) use \( T_H = 2.5 \mu s \). By Eq. (10.29), \( C = 2.5 \times 10^{-6} \times 10^{-7} / 7.5 = 333 \mu F \) (use a 330-\u2126F NPO capacitor with 1% tolerance). By Eq. (10.30), \( R = 10 / (7.5 \times 330 \times 10^{-12} \times 10^9) = 40.4 \Omega \) (use a 34.8-kΩ, 1% metal-film resistor in series with a 10-kΩ ceramic pot for full-scale adjustment). Imposing \( \Delta T_1(\% \text{max}) = 2.5 \% \) yields \( C_1 = (10^{-7} \times 2.5 \times 10^{-9} \times 2.5 \times 10^{-12}) / 2.5 = 1 \mu F \).

To null the input offset voltage of \( OA \), use the scheme of Fig. 5.16b with \( R_s = 62.2 \), \( R_h = 150 \Omega \), and \( R_C = 100 \Omega \). The calibration is similar to that of Example 10.7.

**Figure 10.36**

VFC connection for frequency-to-voltage conversion, and corresponding waveforms. (Courtesy of Burr-Brown.)
Transmission of analog information in isolated form.

Discussion of analog information in isolated form.

PROBLEMS

10.1 Sine wave generators

10.1 Show that for arbitrary component values in its positive-feedback network, the Wien-bridge circuit of Fig. 10.2a gives $T(s) = 1/(1 + R_2/R_1 + C_2/C_1)$ and $f_0 = 1/2\sqrt{R_1C_2C_1}$, where $R_1$ and $C_1$ are the parallel and $R_2$ and $C_2$ are the series elements. Hence, verify that neutral stability requires $R_2/R_1 = R_1/R_2 + C_2/C_1$.

10.2 Disregarding the limiter in Fig. 10.3a, obtain expressions for $T(s)$ for the cases in which the feedback resistance is 22.1 kΩ, 20.0 kΩ, and 18.1 kΩ. Then, find the poles for each of the three cases.

10.3 Problem 10.1 indicates that the frequency of a Wien-bridge oscillator can be varied by varying, for instance, $R_1$. However, to maintain neutral stability, we must also vary $R_2$ in such a way as to keep the ratio $R_2/R_1$ constant. This awkward constraint is avoided by the circuit of Fig. 10.3. (a) Show that $f_0$ is still as in Problem 10.1, but neutral stability now requires $(R_2/R_1)(1 + R_2/R_1 + C_2/C_1) = R_1/R_2 + C_2/C_1$. (b) Verify that if we let $R_2/R_1 = C_2/C_1$, this condition simplifies to $R_2 = (R_1/R_2)R_1$. (c) Assuming sufficiently fast JFET-input of amps in the design shown, find the range of variability of $f_0$.

In the quadrature oscillator of Fig. 10.6 let the variable resistance be adjusted to $R(1 - e)$, where $e \ll 1$. Show that at power turn-on the poles are located in the right half of the s plane at $s = (\pm j \pm j)/RC$.

(b) Assuming $R_1 = 20 \Omega$, $R_2 = 10 \Omega$, $C_1 = 20 \mu F$, and $C_2 = 10 \mu F$ in the low-pass $KRC$ filter of Fig. 3.23, show a design to turn it into a sine wave oscillator without changing the values or the topology of the elements given here. (b) Find $f_0$.

10.2 Multivibrators

10.7 In the circuit of Fig. 10.7a let $R = 330 \Omega$, $C = 1 \mu F$, $R_1 = 10 \Omega$, $R_2 = 20 \Omega$. Assuming ±15-V supplies, find $f_0$ and $D(%)$ if a third resistance $R_3 = 30 \Omega$ is connected between the noninverting-input pin of the 301 and the −15-V supply.

10.8 In the circuits of Fig. 10.7a let $R_1 = R_2 = 10 \Omega$, and suppose a control source $v_i$ is connected to the noninverting input of the comparator via a 10-Ω series resistance. Sketch the modified circuit, and show that it allows for automatic duty-cycle control. What are the expressions for $D(%)$ and $f_0$ in terms of $v_i$? What is the permissible range for $v_i$?

10.9 In the circuits of Fig. 10.9a and Fig. 10.12a specify suitable components for $f_0 = 100 \ kHz$. The circuits must have provision for the exact adjustment of $f_0$.

10.10 (a) Using a 339 comparator, design a single-supply astable multivibrator with $f_0 = 10 \ kHz$ and $D(%) = 60\%$. (b) Repeat (a), but with $D(%) = 40\%$.

10.11 The inverters of Fig. 10.12 have the following threshold ratings at $V_{DD} = 5 \ V$: 0.492, 0.493, and 0.494.
V_T = 2.5 V typical, 1.1 V minimum, and 4.0 V maximum. (a) Specify suitable components for f_0 = 100 kHz typical. (b) Find the percentage spread of f_0 due to the spread of V_T.

10.12 Compared to the two-gate oscillator of Fig. 10.12a, the three-gate counterpart of Fig. P10.12 is always guaranteed to start. Assuming V_T = 0.5V_D, sketch the timing waveforms and derive an expression for f_0.

![Figure P10.12](image)

10.13 If in Fig. P10.12 we remove the capacitor and replace each resistor with a wire, the resulting circuit is called a ring oscillator and is often used to measure the propagation delays of logic gates. (a) Sketch the voltages at the gate outputs versus time; then derive a relationship between the average gate propagation delay \( \tau_p \) and the frequency of oscillation \( f_0 \). (b) Can this technique be extended to four gates within the loop? Explain.

10.14 Assuming the threshold spread specifications of Problem 10.11, find suitable components for \( T = 10 \mu s \) (typical) in the one-shot of Fig. 10.14a; then find the percentage spread of \( T \).

10.15 Design a one-shot using two CMOS NAND gates. Next, explain how it works, show its waveforms, and derive an expression for \( T \). (Recall that the output of a NAND gate goes low only when both inputs are high.)

10.16 Consider the circuit obtained from the one-shot of Fig. 10.14a by connecting the output of \( G \) to the input of \( I \) directly, inserting a resistance \( R \) between the lower input of \( G \) and ground, and returning the output of \( I \) to the lower input of \( G \) via a series capacitance \( C \). Draw the modified circuit; then, sketch and label its waveforms, and find \( T \) if \( R = 100 \, k\Omega \), \( C = 220 \, pF \), and \( V_T = 0.4V_D \).

10.17 Let the 555 astable multivibrator of Fig. 10.16a be modified as follows: \( R_2 \) is shorted out, and the wire connecting the bottom node of \( R_4 \) to pin 7 is cut to allow for the insertion of a series resistance \( R_C \). (a) Sketch the modified circuit and show that choosing \( R_C = R_4/2.362 \) gives \( D(\%) = 50\% \). (b) Specify suitable components for \( f_0 = 10 \, kHz \) and \( D(\%) = 50\% \).

10.18 (a) Verify that if the THRESHOLD and TRIGGER terminals of the TLC555 CMOS timer are tied together to form a common input, then the device forms an inverting Schmitt trigger with \( V_{TH} = (1/3)V_D, V_{TM} = (2/3)V_D, V_{OL} = 0 \, V \), and \( V_{OM} = V_D \), where \( V_D \) is the supply voltage. (b) Using just one resistor and one capacitor, connect the device as a 100-kHz free-running multivibrator, and verify that its duty cycle is 50%.

10.19 Design a 555 one-shot whose pulse width can be varied anywhere from 1 ms to 1 s by means of a 1-M\( \Omega \) pot.

10.20 A 10-\( \mu s \) 555 one-shot is powered from \( V_{CC} = 15 \, V \). What voltage must be applied to the CONTROL input to stretch \( T \) from 10 \( \mu s \) to 20 \( \mu s \)? To shrink \( T \) from 10 \( \mu s \) to 5 \( \mu s \)?

10.21 Using a 555 timer powered from \( V_{CC} = 5 \, V \), design a voltage-controlled astable multivibrator whose frequency of oscillation is \( f_0 = 10 \, kHz \) when \( V_{TH} = (2/3)V_C \), but can be varied over the range 5 kHz \( \leq f_0 \leq 20 \, kHz \) by externally varying \( V_{TH} \). What are the values of \( V_{TH} \) and \( D(\%) \) corresponding to the extremes of the above frequency range?

10.22 In the circuit of Fig. 10.18 specify suitable components and output interconnections for \( T = 1 \, s \) and \( T_s = 3 \, min \).

10.4 Triangular wave generators

10.23 In the circuit of Fig. 10.19a let the noninverting input of \( OA \) be lifted off ground and returned to a +3-V source. Draw the modified circuit; then, sketch and label its waveforms and find \( f_0 \) and \( D(\%) \) if \( R = 30 \, k\Omega \), \( C = 1 \, nF \), \( R_1 = 10 \, k\Omega \), \( R_2 = 2.2 \, k\Omega \), and \( E_3 = 3.3 \, V \) reference diode.

10.24 In the circuit of Fig. 10.19a let \( R_2 = R_3 = R = 10 \, k\Omega \), \( R_1 = 3.3 \, k\Omega \), \( V_{in} = 0.7 \, V \), \( V_{TH} = 3.6 \, V \), and suppose a control source \( v_I \) is connected to the inverting input of \( OA \) via a 10-k\( \Omega \) series resistance. Sketch the modified circuit, and show that it allows for automatic duty-cycle control. What are the expressions for \( D(\%) \) and \( f_0 \) in terms of \( v_I \)? What is the permissible range for \( v_I \)?

10.25 In the circuit of Fig. 10.24a specify suitable components so that both waves have peak amplitudes of 5 \( V \) and \( T_s \) and \( T_m \) are independently adjustable from 50 \( \mu s \) to 50 \( ms \).

10.26 Using a CMOS op amp connected as a Debo integrator, and a CMOS 555 timer connected as a Schmitt trigger in the manner of Problem 10.18, design a single-supply triangular wave generator. Then, show its waveforms and derive an expression for \( f_0 \).

10.27 The effect of component tolerances in the VCO of Fig. 10.21a can be compensated for by inserting a variable resistance \( R_s \) in series between the control source \( v_I \) and the rest of the circuit, and suitably decreasing the nominal value of \( C \) to allow for the adjustment of \( k \) in both directions. Design a VCO with \( k = 1 \, kHz/V \) and \( k \) adjustable over a range of \( \pm 25\% \).

10.28 Shown in Fig. P10.28 is another popular VCO. Sketch and label its waveforms, and find an expression for \( f_0 \) in terms of \( v_I \).
10.34 Specify C for a 20-kHz full-scale frequency in the VCO of Fig. 10.29.

10.35 Assuming $V_{CC} = 15$ V, design an XR-2206 sawtooth generator with $f_0 = 1$ kHz, $D(99\%) = 99\%$, and sawtooth peaks of 5 V and 10 V.

10.36 (a) Using the AD537 VFC, design a circuit that accepts a voltage in the range $-10 \text{ V} < v_S < 10 \text{ V}$ and converts it to a frequency in the range $0 \text{ Hz} < f_0 < 20$ kHz. The circuit is to be powered from $\pm 15$-V poorly regulated supplies. (b) Repeat, but for the case of an input $4 \text{ mA} < i_S < 20 \text{ mA}$ and an output range $0 < f_0 < 100$ kHz.

10.37 Repeat Example 10.7, but for the Fahrenheit scale.

10.38 The circuit of Fig. P10.38 allows for the VFC32 to work with bipolar inputs. (a) Analyze the circuit for both $v_I > 0$ and $v_I < 0$, and find a condition for the resistances that will ensure $f_0 = 8|v_I|$. (b) Specify suitable components for a VFC sensitivity of 10 kHz/V.

10.39 Specify suitable component values so that the FVC of Fig. 10.36 yields a full-scale output of 10 V for a full-scale input of 100 kHz with a maximum ripple of 10 mV. Then, estimate how long it takes for the output to settle within 0.1% of the final value for a full-scale change in $f_I$.

10.40 Using a 4N28 optocoupler, design an external resistive network to provide an optocoupled link between the VFC of Example 10.8 and the FVC of Problem 10.39. The transistor of the 4N28 gives $I_{c(on)} = 1 \text{ mA}$ with a diode forward current $I_D = 10 \text{ mA}$. Assume $\pm 15$-V supplies.

REFERENCES

VOLTCGE REFERENCES AND REGULATORS

11.1 Performance Specifications
11.2 Voltage References
11.3 Voltage-Reference Applications
11.4 Linear Regulators
11.5 Linear-Regulator Applications
11.6 Switching Regulators
11.7 Monolithic Switching Regulators

Problems

References

The function of a voltage reference/regulator is to provide a stable dc voltage $V_O$ starting from a less stable power source $V_I$. The general setup is depicted in Fig. 11.1.

In the case of a regulator, $V_I$ is usually a poorly specified voltage, such as the crudely filtered output of a transformer and diode rectifier. The regulated output $V_O$ is then used to power other circuits, collectively referred to as the load and characterized by the current $I_O$ that the load draws from the regulator.

In the case of a voltage reference, $V_I$ is already regulated to some degree, so the function of the reference is to produce an even more stable voltage $V_O$ to serve as a standard for other circuits. The role of a reference is similar to that of a tuning fork for a musical ensemble. For example, the full-scale accuracy of a digital multimeter is set by an internal voltage reference of suitable quality. Similarly, power supplies; A-D, D-A, V-F, and F-V converters; transducer circuits; VCOs; log/antilog amplifiers; and a variety of other circuits and systems require some kind of reference standard, or yardstick, to function with the desired degree of accuracy. The primary requirements of a voltage reference are thus accuracy and stability. Typical stability requirements are on the order of 100 ppm/°C (parts per million per degree Celsius) or better. To minimize errors due to self-heating, voltage references come with modest output-current capabilities, usually on the order of a few milliamperes.
FIGURE 11.1
Basic connection of a voltage reference regulator.

Traditionally, the standard of voltages has been the Weston cell, an electrochemical device that, at 20°C, yields a reproducible voltage of 1.018636 V with a thermal coefficient of 40 ppm/°C. Solid-state references are now available with far better stability. Even though semiconductor devices are strongly affected by temperature, clever compensating techniques have been devised to achieve thermal coefficients below 1 ppm/°C! These techniques are also exploited in the synthesis of voltages or currents with predictable thermal coefficients for use in temperature-sensing applications. This forms the basis of a variety of monolithic temperature transducers and signal conditioners.

The performance parameters of voltage regulators are similar to those of voltage references, except that the requirements are less stringent and the output current capabilities are much higher. Depending on the regulator type, the output current rating may range from as low as 100 mA to 10 A or higher.

In this chapter we discuss two popular categories, namely, linear regulators and switching regulators. Linear regulators control $V_o$ by continuously adjusting a power transistor connected in series between $V_i$ and $V_o$. The simplicity of this scheme comes at the price of poor efficiency because of the power dissipated in the transistor.

Switching regulators improve efficiency by operating the transistor as a high-frequency switch, which inherently dissipates less power than a transistor operating in the continuous mode. Moreover, unlike their linear counterparts, switching regulators can generate outputs that are higher than the unregulated input or even of the opposite polarity; they can provide multiple outputs, isolated outputs, and can be made to run directly off the ac power line, with no need for bulky power transformers. The price for these advantages is the need for coils, capacitors, and more complex control circuitry, along with much noisier behavior. Nonetheless, switching regulators are widely used in power computers and portable equipment. Even in power-supply design for analog systems it is common to exploit the efficiency and the light-weight advantages of switching regulators to generate preregulated voltages for critical analog circuitry.

11.1 PERFORMANCE SPECIFICATIONS

The ability of a voltage reference or regulator to maintain a constant output under varying external conditions is characterized in terms of performance parameters such as line and load regulation, and the thermal coefficient. In the case of voltage references, output noise and long-term stability are also significant.

**Line and Load Regulation**

Line regulation, also called input, or supply regulation, gives a measure of the circuit's ability to maintain the prescribed output under varying input conditions. In the case of voltage references, the input is typically an unregulated voltage or, at best, a regulated voltage of lower quality than the reference itself. In the case of voltage regulators, the input is usually derived from the 60-Hz line via a step-down transformer, a diode-bridge rectifier, and a capacitor filter and is afflicted by significant ripple. With reference to the symbolism of Fig. 11.1, we define

\[
\text{Line regulation} = \frac{\Delta V_o}{\Delta V_i}
\]

(11.1a)

where $\Delta V_o$ is the output change resulting from a change $\Delta V_i$ at the input. Line regulation is expressed in millivolts or microvolts per volt, depending on the case. An alternative definition is

\[
\text{Line regulation} (\%) = 100 \frac{\Delta V_o/V_o}{\Delta V_i}
\]

(11.1b)

with the units being percent per volt. As you consult the catalogs, you will find that both forms are in use.

A related parameter is the ripple rejection ratio (RRR), expressed in decibels as

\[
\text{RRR} = 20 \log_{10} \frac{V_{ri}}{V_{ro}}
\]

(11.2)

where $V_{ri}$ is the output ripple resulting from a ripple $V_{ri}$ at the input. The RRR is used especially in connection with voltage regulators to provide an indication of the amount of ripple (usually 120-Hz ripple) feeding through to the output.

Load regulation gives a measure of the circuit's ability to maintain the prescribed output voltage under varying load conditions, or

\[
\text{Load regulation} = \frac{\Delta V_o}{\Delta I_o}
\]

(11.3a)

Both voltage references and voltage regulators should behave like ideal voltage sources, delivering a prescribed voltage regardless of the load current. The i-v characteristic of such a device is a vertical line positioned at $v = V_o$. A practical reference or regulator exhibits a nonzero output impedance whose effect is a slight dependence of $V_o$ on $I_o$. This dependence is expressed via the load regulation, in millivolts per milliampere or per ampere, depending on the output current capabilities. The alternative definition

\[
\text{Load regulation} (\%) = 100 \frac{\Delta V_o/V_o}{\Delta I_o}
\]

(11.3b)

expresses the above dependence in percent per milliampere or per ampere.
EXAMPLE 11.1. The data sheets of the μA7805 5-V voltage regulator (Fairchild) indicate that $V_o$, typically changes by 3 mV when $V_i$ is varied from 7 V to 25 V, and by 5 mV when $I_L$ is varied from 0.25 A to 0.75 A. Moreover, $R_{	ext{input}}$ is 78 dB at 120 Hz.

(a) Estimate the typical line and load regulation of this device. What is the output impedance of the regulator? (b) Estimate the amount of output ripple $V_o$, for every volt of $V_i$.

Solution.

(a) Line regulation $= \Delta V_o / \Delta V_i = 3 \times 10^{-3}/(25 - 7) = 0.17$ mV/V. Alternatively, load regulation $= 100 \times 0.0017 \text{ mV/V}(5 \text{ V}) = 0.0078 \text{ mV/V}$. Load regulation $= \Delta V_o / \Delta I_L = 5 \times 10^{-3}/(750 - 250) \times 10^{-3} = 10$ mV/A. Alternatively, load regulation $= 100 \times (0.8 \text{ mV/A})(5 \text{ V}) = 2.8 \%$. The output impedance is $= \text{load regulation} / \text{load regulation} = 0.01 \Omega$.

(b) $V_o = V_o/V_o(10 \text{ mV/V}) = 0.126 \times 10^{-3} \times V_o$. Thus, a 1-V, 120-Hz ripple at the input will result in an output ripple of 0.126 mV.

Thermal Coefficient

The thermal coefficient of $V_o$, denoted as $TC(V_o)$, gives a measure of the circuit's ability to maintain the prescribed output voltage $V_o$ under varying thermal conditions. It is defined in two forms,

$$TC(V_o) = \frac{\Delta V_o}{\Delta T}$$

in which case it is expressed in millivolts or microvolts per degree Celsius, or

$$TC(V_o)(\%) = \frac{100 \times \Delta V_o / V_o}{\Delta T}$$

in which case it is expressed in percent per degree Celsius. Replacing 100 by $10^6$ gives the TC in parts per million per degree Celsius. Good voltage references have TCs on the order of a few parts per million per degree Celsius.

EXAMPLE 11.2. The data sheets of the REF101/KM 10-V precision voltage reference (Burr-Brown) give a typical line regulation of 0.001%/V, a typical load regulation of 0.001%/mA, and a maximum TC of 1 ppm°C. Find the variation in $V_o$ brought about by: (a) a change of $V_i$ from 13.5 V to 35 V; (b) a ±10-% change in $I_L$; (c) a temperature change from 0°C to 70°C.

Solution.

(a) By Eq. (11.1b), $0.001\%/V = 100(\Delta V_o/10)/(35 - 13.5)$, or $\Delta V_o = 2.15 \text{ mV}$ typical.

(b) By Eq. (11.3b), $0.001\%/mA = 100(\Delta V_o/10)/(\pm 10 \text{ mA})$, or $\Delta V_o = \pm 1 \text{ mV}$ typical.

(c) By Eq. (11.4b), 1 ppm°C = $10^6(\Delta V_o/10)/(70°C)$, or $\Delta V_o = 0.7 \text{ mV}$ maximum.

You will agree that these are rather small variations for a 10-V source!

In the case of voltage references, output noise and long-term stability are also important. The data sheets of the aforementioned REF101 give a typical output noise of 6 μV peak-to-peak from 0.1 Hz to 10 Hz, and a typical long-term stability of 50 ppm/(1000 hours). This means that over a period of 1000 hours (about 42 days) the reference output may typically change by $(50 \times 10^{-6})10 \text{ V} = 0.5 \text{ mV}$.

Illustrative Examples

Let us apply the above concepts to the analysis of the classical shunt regulator of Fig. 11.2. The input is a raw voltage assumed to lie within known limits, or $V_f(\text{min}) \leq V_f \leq V_f(\text{max})$. The goal is to produce an output $V_o$ that is as insensitive as possible to both input and load variations. This is achieved by exploiting the nearly vertical $i$-$v$ characteristic of a Zener diode. As depicted in Fig. 11.3a, this characteristic can be approximated with a straight line having a slope of $1/r_z$ and a $v$-axis intercept at $-V_z$, so the coordinates $V_Z$ and $I_Z$ of an arbitrary operating point are related as $V_z = V_z + r_z I_z$. The resistance $r_z$, called the dynamic resistance of the Zener diode, is typically in the range of a few ohms to several hundreds of ohms, depending on the diode. Zener diodes are specified at the point corresponding to 50% of the power rating. Thus, a 6.8-V, 0.5-W, 10-Ω Zener diode has, at the 50% power point, $I_Z = (P_Z/2)/(V_Z = (500/2)/6.8 \approx 37 \text{ mA}$.

Moreover, $V_{zo} = V_z - r_z I_z = 6.8 - 10 \times 37 \times 10^{-3} = 6.43 \text{ V}$.

It is apparent that a Zener diode can be modeled with a voltage source $V_{zo}$ and a series resistance $r_z$, so the circuit of Fig. 11.2b can be redrawn as in Fig. 11.3b. To function as a regulator, the diode must operate well within the breakdown region under all possible line and load conditions. In particular, $I_Z$ must never be allowed to

![Zener Diode Characteristic](image1)

![Equivalent Circuit of the Shunt Regulator](image2)
In the example of Fig. 11.4 are the open-loop gain and output impedance, and the

\[ V_O = \frac{R_2}{R_1} V_2 \]  

(11.8)

The value of \( I_{V(\text{min})} \) is chosen as a compromise between the need to ensure proper worst-case operation and the need to avoid excessive power wastage. A reasonable compromise is \( I_{V(\text{min})} \equiv (1/4)I_{(\text{max})} \).

We are now ready to estimate the line and load regulation. Applying the superposition principle, we readily find

\[ V_O = -\frac{r_2}{r_2 + R_1 + R_2} V_1 + \frac{R_1}{r_2 + R_1 + R_2} V_2 - \frac{R_1 \times r_2}{r_2 + R_1 + R_2} I_O \]  

(11.6)

1. Only the second term on the right-hand side is a desirable one. The other two indicate dependence on line and load as

- \[ \text{Line regulation} = -\frac{r_2}{R_1 + r_2} \]  

(11.7a)

- \[ \text{Load regulation} = -\frac{r_2}{R_2 + r_2} \]  

(11.7b)

Multiplying by \( 100/V_O \) gives the regulations in percentage form.

**Example 11.3.** A raw voltage \( 10 \leq V_I \leq 20 \) V is to be stabilized by a 6.8-V, 0.5-W, 10-Ω Zener diode and is to feed a load with \( 0 \leq I_O \leq 10 \) mA. (a) Find a suitable value for \( R_1 \), and estimate the line and load regulation. (b) Estimate the effect of full-scale changes of \( V_I \) and \( I_O \) on \( V_O \).

**Solution.**

(a) Let \( I_{V(\text{min})} = (1/4)I_{(\text{max})} = 2.5 \) mA. Then, \( R_1 \leq (10 - 6.43 - 10 \times 0.0025) / (2.5 + 10) = 0.284 \Omega \) (use \( 270 \) Ω). Line regulation = \( 10/(270 + 10) = 35.7 \text{ mV/V} \); multiplying by 100/6.5 gives 0.55%. Load regulation = \(-10/270 = -0.57 \text{ mV/mA} \), or 0.15%.

(b) Changing \( V_I \) from 10 to 20 V gives \( \Delta V_O = (35.7 \text{ mV/V}) \times (10 \text{ V}) = 0.357 \text{ V} \), which represents a 3.5% change in \( V_O \). Changing \( I_O \) from 0 to 10 mA gives \( \Delta V_O = -0.64 \text{ mV/mA} \times (10 \text{ mA}) = 0.064 \text{ V} \), which represents a 1.5% change.

The modest line and load regulation capabilities of a diode can be improved dramatically with the help of an op amp. The circuit of Fig. 11.4 uses the artifice of powering the diode from \( V_O \), that is, from the very voltage we are trying to regulate. The result is a far more stable voltage \( V_Z \), which the op amp then amplifies to give

\[ V_O = \left( 1 + \frac{R_2}{R_1} \right) V_2 \]  

(11.8)

This artifice, aptly referred to as *self-regulation*, shifts the burden of line and load regulation from the diode to the op amp. As an additional advantage, \( V_O \) is now adjustable, for instance, via \( R_2 \). Moreover, \( R_3 \) can now be raised to avoid unnecessary power wastage and self-heating effects.

By inspection, we now have

\[ \text{Load regulation} \equiv -\frac{\Delta V_O}{I_O} \]  

(11.9)

where \( a \) and \( \Delta V_O \) are the open-loop gain and output impedance, and \( \beta = R_1/(R_1 + R_2) \).

To find the line regulation, we observe that because of single-supply operation, a 1-V change in \( V_I \) is perceived by the op amp both as a 1-V supply change and as a 0.5-V input common-mode change. This results in a worst-case input offset voltage change \( \Delta V_{OS} = \Delta V_I (1/\text{PSRR} + 1/2\text{CMRR}) \) appearing in series with \( V_Z \). The op amp then gives \( V_O = (1 + R_2/R_1)\Delta V_{OS} \), so

\[ \text{Line regulation} = \left( 1 + \frac{R_2}{R_1} \right) \times \left( 1 + \frac{\Delta V_{OS}}{V_Z} \right) \]  

(11.10)

We observe that since \( V_Z, a, \Delta V_{OS}, \text{PSRR}, \text{ and CMRR are frequency-dependent}, so are the line and load regulation. In general, both parameters tend to degrade with frequency.

**Example 11.4.** Assuming typical 741 dc parameters, find the line and load regulation of the circuit of Fig. 11.4.

**Solution.** Load regulation = \(-75/(1 + 2 \times 10^3 \times 39/(39 + 24)) = -0.6 \text{ µV/mA} = -0.06 \text{ ppm/mA} \). Using \( 1/\text{PSRR} = 30 \text{ µV/V} \) and \( 1/\text{CMRR} = 10^{-20} = 31.6 \text{ µV/V} \), we get line regulation = \((1 + 24/39) \times (30 + 15.8) \times 10^{-6} = 74 \text{ µV/V} = 7.4 \text{ ppm/V} \). They represent dramatic improvements over the circuit of Example 11.3.

**Dropout Voltage**

The circuit of Fig. 11.4 will work properly as long as \( V_I \) does not drop too low to cause the op amp to saturate. This holds for voltage references and regulators in general, and the minimum difference between \( V_I \) and \( V_O \) for which the circuit still functions properly is called the *dropout voltage* \( V_Z \). In the example of Fig. 11.4 the 741 requires that \( V_Z \) be at least a couple of volts higher than \( V_O \), so in this case \( V_Z = 2 \text{ V} \). Moreover, since the minimum supply rating of the 741 is 36 V it follows that the permissible input voltage range for the circuit is \( 12 \text{ V} < V_I < 36 \text{ V} \).

**Start-up Circuitry**

In the self-regulated circuit of Fig. 11.4, \( V_O \) depends on \( V_Z \), and in turn, depends on \( V_Z \) being greater than \( V_Z \) to keep the diode reverse biased. If at power turn-on \( V_O \) fails to swing to a value greater than \( V_Z \), the diode will never turn on, making positive feedback via \( R_3 \) prevail over negative feedback via \( R_2 \) and \( R_1 \). The result...
is a Schmitt trigger latched in the undesirable state \( V_D = V_{OL} \). The possibility for this undesirable behavior is common in most self-biased circuits, and is avoided by using suitable circuitry, known as start-up circuitry, to override the amplifier and prevent it from latching in this undesirable state when power is first applied.

The particular implementation of Fig. 11.4 will start properly because of the internal nature of the op amp being used. With reference to Fig. 5.1, we observe that at power turn-on, when \( V_P \) and \( V_N \) are still zero, the first two stages of the 741 remain off, allowing \( I_g \) to turn on the output stage. Consequently, \( V_O \) will swing positive until the Zener diode turns on and the circuit stabilizes at \( V_O = (1 + R_2/R_1) V_Z \). However, if another op amp type is used, the circuit may never be able to properly bootstrap itself, thus requiring start-up circuitry. We shall see an example in Section 11.4.

### 11.2 VOLTAGE REFERENCES

Besides line and load regulation, thermal stability is the most demanding performance requirement of voltage references due to the tendency of IC components to be strongly influenced by temperature.\(^5\) For example, consider the silicon pn junction, which forms the basis of diodes and BJTs. Its forward-bias voltage \( V_D \) and current \( I_D \) are related as \( V_D = V_T \ln(I_D/I_s) \), where \( V_T \) is the thermal voltage and \( I_s \) the saturation current. Their expressions are

\[
V_T = kT/q \\
I_s = BT^3 \exp(-V_{GO}/V_T)
\]

where \( k = 1.381 \times 10^{-23} \) is Boltzmann’s constant, \( q = 1.602 \times 10^{-19} \) C is the electron charge, \( T \) is absolute temperature, \( B \) is a proportionality constant, and \( V_{GO} = 1.205 \) V is the bandgap voltage for silicon.

The TC of the thermal voltage is

\[
TC(V_T) = k/q = 0.0862 \, \text{mV}^\circ C
\]

The TC of the junction voltage drop \( V_D \) at a given bias \( I_D \) is \( TC(V_D) = \partial V_D/\partial T = \partial V_T/\partial T \ln(I_D/I_s) + V_T \partial (\ln(I_D/I_s))/\partial T = V_D/T = V_T(\ln T - V_{GO}/V_T)/\partial T \). The result is

\[
TC(V_D) = -\left( \frac{V_{GO} - V_D + 3k}{q} \right)
\]

Assuming \( V_D = 650 \) mV at 25 °C, we get \( TC(V_D) = -2.1 \) mV/°C. Engineers remember this by saying that the forward drop of a silicon junction decreases by about 2 mV for every degree Celsius increase. Equations (11.12) and (11.13) form the basis of two common approaches to thermal stabilization, namely, thermally compensated Zener diode references and bandgap references. Equation 11.12 forms also the basis of solid-state temperature sensors.

### Thermally Compensated Zener Diode References

The thermal stability of \( V_D \) in the self-regulated reference of the previous section can be no better than that of \( V_Z \) itself. As depicted in Fig. 11.5a, \( TC(V_Z) \) is a function of \( V_Z \) as well as \( I_Z \). There are two different mechanisms by which the \( i-V \) characteristic breaks down: field emission breakdown, which dominates below 5 V and produces negative TCs, and avalanche breakdown, which dominates above 5 V and produces positive TCs. The idea behind thermally compensated Zener diodes is to connect a forward-biased diode in series with a Zener diode having an equal but opposing TC, and then fine-tune \( I_Z \) to drive the TC of the composite device to zero.\(^3\) This is illustrated in Fig. 11.5b for the compensated diodes of the popular IN821-9 series (Motorola). The composite device, whose voltage we relabel as \( V_Z = 5.5 + 0.7 = 6.2 \) V, uses \( I_Z = 7.5 \) mA to minimize TC(\( V_Z \)). This TC ranges from 100 ppm/°C (IN821) to 5 ppm/°C (IN829).
CHAPTER 11 Voltage References and Regulators

**SPECIFICATIONS**

**ELECTRICAL**

At $T_c = 25^\circ\text{C}$ and $+15Vdc$ power supply, unless otherwise noted.

<table>
<thead>
<tr>
<th>PARAMETER</th>
<th>CONDITIONS</th>
<th>MIN</th>
<th>TYP</th>
<th>MAX</th>
<th>UNITS</th>
</tr>
</thead>
<tbody>
<tr>
<td>OUTPUT VOLTAGE</td>
<td>$T_c = +85^\circ\text{C}$</td>
<td>5.0</td>
<td>12.8</td>
<td>13.50</td>
<td>V</td>
</tr>
<tr>
<td>Temp Range$^a$</td>
<td>5°C to 170°C</td>
<td>1</td>
<td>2 ppm/°C</td>
<td>3</td>
<td>ppm/°C</td>
</tr>
<tr>
<td>Ref Id</td>
<td>$-65$ to $+150^\circ\text{C}$</td>
<td>1</td>
<td>3 ppm/°C</td>
<td>1</td>
<td>ppm/°C</td>
</tr>
<tr>
<td>Ref Id</td>
<td>$-65$ to $+150^\circ\text{C}$</td>
<td>1</td>
<td>3 ppm/°C</td>
<td>1</td>
<td>ppm/°C</td>
</tr>
<tr>
<td>Ref Id</td>
<td>$-65$ to $+150^\circ\text{C}$</td>
<td>1</td>
<td>3 ppm/°C</td>
<td>1</td>
<td>ppm/°C</td>
</tr>
<tr>
<td>Ref Id</td>
<td>$-65$ to $+150^\circ\text{C}$</td>
<td>1</td>
<td>3 ppm/°C</td>
<td>1</td>
<td>ppm/°C</td>
</tr>
<tr>
<td>REFId</td>
<td>$T_c = +85^\circ\text{C}$</td>
<td>20</td>
<td>30</td>
<td>30</td>
<td>mA</td>
</tr>
<tr>
<td>Output Current</td>
<td>120 mA</td>
<td>2</td>
<td>0.5 mA</td>
<td>0.6</td>
<td>mA</td>
</tr>
<tr>
<td>INPUT VOLTAGE RANGE</td>
<td>1.0</td>
<td>0.8</td>
<td>1.2</td>
<td>V</td>
<td></td>
</tr>
<tr>
<td>UNCOMMITTED RESISTANCE</td>
<td>5</td>
<td>60</td>
<td>60</td>
<td>Ω</td>
<td></td>
</tr>
<tr>
<td>Resistance</td>
<td>$T_c = +85^\circ\text{C}$</td>
<td>50</td>
<td>60</td>
<td>60</td>
<td>Ω</td>
</tr>
<tr>
<td>TC</td>
<td>$-65$ to $+150^\circ\text{C}$</td>
<td>1</td>
<td>150</td>
<td>150</td>
<td>ppm/°C</td>
</tr>
<tr>
<td>TC</td>
<td>$-65$ to $+150^\circ\text{C}$</td>
<td>1</td>
<td>150</td>
<td>150</td>
<td>ppm/°C</td>
</tr>
<tr>
<td>TC</td>
<td>$-65$ to $+150^\circ\text{C}$</td>
<td>1</td>
<td>150</td>
<td>150</td>
<td>ppm/°C</td>
</tr>
<tr>
<td>TC</td>
<td>$-65$ to $+150^\circ\text{C}$</td>
<td>1</td>
<td>150</td>
<td>150</td>
<td>ppm/°C</td>
</tr>
</tbody>
</table>

**NOTES:**
1. Setting end voltage will affect the drift slightly. See installation and operating instructions for details. 2. The following method is used to specify output voltage drift vs temperature. See the Discussion of Performance section.

**FIGURE 11.7**

REF101 10-V voltage reference specifications. (Courtesy of Burr-Brown.)

**FIGURE 11.6**

The REF101 10-V voltage reference and its drift characteristic. (Courtesy of Burr-Brown.)

**FIGURE 11.8**

Circuit diagram of the LM399 6.95-V thermally stabilized reference. (Courtesy of National Semiconductor.)

Thermal stability can be improved further via substrate thermostating. The LM399 stabilized reference of Fig. 11.8 uses the aforementioned LM329 active diode (shown at the bottom) to provide the reference voltage, proper, and suitable stabilizing circuitry (shown at the top) to sense the substrate temperature and hold it at some set value above the maximum expected ambient temperature. Thermal sensing is done via the BE junction of $Q_4$, and substrate heating via the power-dissipating transistor $Q_1$. At power turn-on, $Q_1$ heats the substrate to $90^\circ\text{C}$, where it is then maintained within less than $2^\circ\text{C}$ over ambient variations from $0^\circ\text{C}$ to $70^\circ\text{C}$. The result is a typical TC of $0.3\text{ ppm/°C}$. Another thermally stabilized reference is the LTZ1000 Super Zener (Linear Technology). An obvious drawback of these devices is the additional power required to heat the chip. For instance, at $25^\circ\text{C}$, the LM399 dissipates 300 mW. An LM399 application will be shown in Fig. 11.11.

A notorious problem with breakdown diodes is noise, especially avalanche noise, which plagues devices with breakdown voltages above 5 V, where avalanche...
breakdown predominates. The use of diode structures of the so-called buried, or subsurface, type\(^4\) reduces noise significantly while improving long-term stability and reproducibility. The LM399 uses this structure to achieve a typical noise rating of 7 \(\mu\)V (rms) from 10 Hz to 10 kHz. When noise becomes a factor, noise-filtering techniques of the type discussed in Section 7.4 can be used.

### Bandgap Voltage References

Since the best breakdown voltages range from 6 V to 7 V, they usually require supply voltages on the order of 10 V to operate. This can be a drawback in systems powered from lower supplies, such as 5-V. This limitation is overcome by bandgap voltage references, so called because their output is determined primarily by the bandgap voltage \(V_\text{BG} = 1.205\) V. These references are based on the idea of adding the voltage drop \(V_{\text{BE}}\) of a base-emitter junction, which has a negative TC, to a voltage \(K V_T\) proportional to the thermal voltage \(V_T\), which has a positive TC.\(^2\) With reference to Fig. 11.9a we have \(V_{\text{BG}} = K V_T + V_{\text{BE}}\), so \(TC(V_{\text{BG}}) = K TC(V_T) + TC(V_{\text{BE}})\), indicating that to achieve \(TC(V_{\text{BG}}) = 0\) we need \(K = -TC(V_{\text{BE}})/TC(V_T)\) or, using Eqs. (11.12) and (11.13),

\[
K = \frac{V_{\text{BG}} - V_{\text{BE}}}{V_T} + 3 \quad (11.14)
\]

Substituting into \(V_{\text{BG}} = K V_T + V_{\text{BE}}\) gives

\[
V_{\text{BG}} = V_{\text{GO}} + 3V_T \quad (11.15)
\]

At 25 \(^\circ\)C we have \(V_{\text{BG}} = 1.205 + 3 \times 0.0257 = 1.282\) V.

**Figure 11.9b** shows one of several popular bandgap-cell realizations. Known as the **Brookh cell** for its inventor,\(^5\) the circuit is based on two BJTs of different emitter areas. The emitter area of \(Q_2\) is \(n\) times as large as the emitter area \(A_E\) of \(Q_1\), so the saturation currents satisfy \(I_{Q2}/I_{Q1} = n\), by Eq. (5.32). With identical collector resistances, the collector currents are also identical, by op amp action. Ignoring base currents, we have \(K V_T = R_4(I_{Q2}) + I_{Q2} = 2R_4I_{Q1}\), or

\[
K V_T = 2R_4 \frac{V_{\text{BE2}} - V_{\text{BE1}}}{R_3} = 2R_4 \frac{V_T \ln I_{Q2}/I_{Q1}}{I_{Q2}/I_{Q1}} = \frac{2R_4}{R_3} V_T \ln n
\]

indicating that

\[
K = \frac{R_4}{R_3} \ln n \quad (11.16)
\]

This constant can be fine-tuned by adjusting the ratio \(R_4/R_3\). The op amp raises the cell's voltage to \(V_{\text{REF}} = (1 + R_3/R_4) V_{\text{BG}}\).

**Example 11.5.** Assuming \(n = 4\) and \(V_{\text{BE2}}(25\, ^\circ\)C\) = 650 mV in the circuit of Fig. 11.9b specify \(R_4/R_3\) for \(TC(V_{\text{BG}}) = 0\) at 25 \(^\circ\)C, and \(R_4/R_3\) for \(V_{\text{REF}} = 5.0\) V.

**Solution.** By Eq. (11.14), \(K = (1.205 - 0.65)/0.0257 + 3 = 24.6\). Then, \(R_4/R_3 = K/(2 \ln 4) = 8.87\). Moreover, imposing \(5.0 = (1 + R_3/R_4) 1.282\) gives \(R_3/R_4 = 2.9\).

Thanks to their ability to operate with low supply voltages, bandgap references (see also the alternative realizations\(^6\) of Problems 11.5 and 11.6) find wide application as part of systems such as voltage regulators; D/A, A/D, and F-V converters; bar graph meters; and power-supply supervisory circuits. They are also available as stand-alone products, either as two-terminal or as three-terminal references, and sometimes they come with provisions for external trimming.

An example of a two-terminal reference is the already familiar LM385 2.5-V micropower reference diode (National Semiconductor). Besides the bandgap cell, the device includes circuitry to minimize its dynamic resistance as well as raise the cell voltage to 2.5 V. Typically, it has a TC of 20 ppm/\(^\circ\)C and a dynamic resistance of 0.4 \(\Omega\). It is biased with a plain series resistance, and its operating current may be anywhere between 20 \(\mu\)A and 20 mA.

An example of a three-terminal reference is the REF-05 5-V precision reference (Analog Devices). Its output, rated at 5.00 V \(\pm 30\) mV, can be adjusted externally over a \(\pm 300\)-mV range. The REF-05A version has, typically, \(TC = 3\) ppm/\(^\circ\)C for \(-55\) \(^\circ\)C \(\leq T \leq 125\) \(^\circ\)C, line regulation = 0.006%/V for 8 V \(\leq V_i \leq 33\) V, load regulation = 0.005%/mA for 0 \(\leq I_o \leq 10\) mA, output noise = 10 \(\mu\)V peak-to-peak from 0.1 Hz to 10 Hz, and long-term stability = 65 ppm/1000 hours.

### Monolithic Temperature Sensors

The voltage \(K V_T\) arising in bandgap cells is linearly proportional to absolute temperature (PTAT). As such it forms the basis for a variety of monolithic temperature sensors\(^6\) known as VPTATs and IPTATs, depending on whether they produce a PTAT voltage or a PTAT current. These sensors enjoy the low-cost advantages of IC fabrication and do not require the costly linearization circuitry common to other sensors,
such as thermocouples, RTDs, and thermistors. Besides temperature measurement and control, common applications include fluid-level detection, flow-rate measurement, anemometry, PTAT circuit biasing, and thermocouple cold-junction compensation. Moreover, IPTATs are used in remote-sensing applications because of their insensitivity to voltage drops over long wire runs.

A popular VPTAT is the LM335 precision temperature sensor (National Semiconductor). As shown in Fig. 11.10a, this device acts as a reference diode, except that its voltage is PTAT with $V_{PTAT} = 10 \text{ mV/K}$. Thus, at room temperature it gives $V(25^\circ \text{C}) = (10 \text{ mV/K}) \times (273.2 + 25) = 2982 \text{ mV}$. The device is also equipped with a third terminal for the exact adjustment of its TC. The LM335A version comes with an initial room-temperature accuracy of $\pm 1^\circ \text{C}$. After calibration at $25^\circ \text{C}$, its typical accuracy is $\pm 0.5^\circ \text{C}$ for $-40^\circ \text{C} \leq T \leq 100^\circ \text{C}$. Its operating current may be anywhere between 0.5 mA and 5 mA, and its dynamic resistance is less than 1 $\Omega$.

A popular IPTAT is the AD590 two-terminal temperature transducer (Analog Devices). To the user this device appears as a high-impedance current source providing $1 \mu \text{A/K}$. Terminating it on a grounded resistance as in Fig. 11.10b gives a VPTAT with a sensitivity of $R \times (1 \mu \text{A/K})$. The AD590M version comes with a room-temperature accuracy of $\pm 0.5^\circ \text{C}$ maximum. After calibration at $25^\circ \text{C}$, the accuracy is $\pm 0.3^\circ \text{C}$ maximum for $-55^\circ \text{C} \leq T \leq 150^\circ \text{C}$. The device operates properly as long as the voltage across its terminals is between 4 V and 30 V.

Additional temperature-processing devices include Celsius and Fahrenheit sensors, and thermocouple signal conditioners. Consult the manufacturer catalogs to see what is available.

### 11.3 VOLTAGE-REFERENCE APPLICATIONS

When applying voltage references, care must be exercised to prevent the external circuitry and wiring interconnections from degrading the performance of the reference. This may require the use of precision op amps and low-drift resistors, along with special wiring and circuit-construction techniques. As an example, consider the circuit of Fig. 11.11, which uses a precision op amp to raise the output of a thermally stabilized reference to 10.0 V. We wish to assess the impact of op amp and wiring nonidealities. The LM399 data sheets give $V_{OS} = 2 \text{ ppm/}^\circ \text{C}$ and $r_e(\text{max}) = 1.5 \Omega$, and the LT1001 data sheets give $V_{OS} = 1 \mu \text{V/}^\circ \text{C}$, $r_e(\text{DC}) = 4 \text{ pA/}^\circ \text{C}$, CMRR$_{\text{dB(min)}} = 106 \text{ dB}$, and PSRR$_{\text{dB(min)}} = 103 \text{ dB}$.

The maximum drift due to the LM399 is $2 \times 10^{-6} \times 6.95 = 13.9 \mu \text{V/}^\circ \text{C}$, and that due to the overall input error of the LT1001 is $1 \times 10^{-6} + (20 \times 8.87) \times 4 \times 10^{-12} = 1 \mu \text{V/}^\circ \text{C}$. Consequently, the worst-case output drift is $(1 + 8.87/20) \times (1.5 + 7500) = 200 \mu \text{V/}^\circ \text{C}$, and that due to the LT1001 is $10^{-10}/20 + 0.5 \times 10^{-10}/20 = (7.1 + 2.5) = 9.6 \mu \text{V/}^\circ \text{C}$; consequently, the overall worst-case line regulation is $1.44/(200 + 9.6) = 0.033 \mu \text{V/}^\circ \text{C}$. To give an idea, a 1-V power-supply change has the same effect as a temperature change of $30^\circ \text{C}/14^\circ \text{C}$. It is apparent that the use of a precision op amp causes negligible degradation in the present example.

However, when the circuit is fabricated, its drift may be compromised by thermocouple effects arising from thermal gradients across dissimilar metals. The kovar leads of the ICs form thermocouple junctions with the copper traces of the printed-circuit board. A gradient of just 1 $^\circ \text{C}$ between the leads of the chip-heated LM399 will generate an error on the order of 50 $\mu \text{V}$. Thermal gradients are reduced by using equal-size pads and traces to ensure equal amounts of heat dissipation at the two junctions, and by paying attention to other sources of heat, such as power stages.

Even after all the above sources of error have been minimized, special attention must be paid to wiring and interconnections, since voltage drops across stray resistances may degrade performance significantly. For instance, a copper trace with a stray resistance of 1 $\Omega$ develops an error of 1 mV/mA and introduces a TC of $4 \mu \text{V/mA/}^\circ \text{C}$ (the TC of copper is 0.004%/°C). For a 10-V reference, this corresponds to an accuracy degradation of 0.01% and a TC of 0.4 ppm/°C.

An effective technique for combating stray-resistance errors, especially in high-current applications, is remote sensing, as already illustrated in Fig. 2.22 in
Remote sensing to eliminate the effect of unwanted voltage drops due to the stray wire resistances $r_s$.

Connection with instrumentation amplifiers. The technique is shown in Fig. 11.12 for a REF101 reference whose output current capability is boosted with an LM395 high-gain power transistor. To prevent the voltage losses across the stray resistances $r_s$ from degrading the voltage received by the load, the feedback and common pins are connected to the load by a separate pair of wires, thus ensuring that the 10.0-V voltage appears directly across the load, regardless of the offending voltage drops. The stray resistance of this additional set of wires is less critical due to the much lower currents involved.

Voltage Sources

Voltage references can readily be used as the basis for a variety of precision voltage sources. The circuit of Fig. 11.13 utilizes the matched resistance pair inside the REF101 10-V reference of Fig. 11.00 to provide a variable voltage source. When the wiper is at the bottom, the op amp acts as a unity-gain inverting amplifier and gives $V_O = -10$ V; when the wiper is at the top, it acts as a unity-gain buffer and gives $V_O = +10$ V. Consequently, varying the wiper from end to end varies the output over the range $-10 \leq V_O \leq +10$ V. With imagination, a variety of other useful circuits can easily be devised (see also the end-of-chapter problems).

Current Sources

A voltage reference can readily be turned into a current reference by bootstrapping its common terminal with a voltage follower, as in Fig. 11.14. By op amp action, the voltage across $R$ is always $V_{REF}$, so the circuit gives

$$I_O = \frac{V_{REF}}{R}$$

regardless of the voltage $V_L$ developed by the load, provided no saturation effects occur. The permissible range of values of $V_L$ is called the voltage compliance of the current source.

Example 11.6. The circuit of Fig. 11.14 uses a 5-V reference with $TC = 20$ μV/°C, line regulation = 50 μV/V, and dropout voltage $V_{DD} = 3$ V, and a JFET-input op amp with $TC(V_{OS}) = 5$ μV/°C and CMRR = 100 dB. (a) Specify $R$ for $I_O = 10$ mA. (b) Find the worst-case values of $TC(I_O)$ and of the resistance $R_s$ seen by the load. (c) Assuming ±15-V supplies, find the voltage compliance.

Solution.

(a) $R = 5/10 = 500$ Ω (use 499 Ω, ±%).

(b) A 1 °C change in $T$ causes a worst-case change in the voltage across $R$ of 25 μV/°C; the corresponding change in $I_O$ is 25 × 10⁻⁶ = 50 nA. A 1-V change in $V_L$ causes a 50-μV/V change in $V_{REF}$ and a 10⁻⁶/50 = 20 nA change in $V_{DD}$; for a worst-case change in $I_O$ of (50 + 10⁻⁶) × 500 = 120 nA/V, Thus, $R_{MIN} = (1 V)/(120 nA) = 8.33 \text{ MΩ}.

(c) $V_c \leq V_{CC} - V_{DD} - V_{REF} = 15 - 3 - 5 = 7$ V.

The bootstrapping principle can readily be applied to the case of diode references to implement either current sources or current sinks. This is shown in Fig. 11.15,
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EXAMPLE 11.7. Let the circuit of Fig. 11.16a use a 741 op amp with $V_{CC} = 15$ V, an LM385 2.5-V diode with a bias current of 0.5 mA, and a 2N2905 BIT with $R_2 = 1$ kΩ. (a) Specify $R$ and $R_1$ for $I_o = 100$ mA. (b) Assuming typical BIT parameters, find the voltage compliance of the source, and check that the 741 is operating within specifications.

Solution.

(a) We have $R = 2.5/0.1 = 25$ kΩ (use 24.9 kΩ), and $R_1 = (15 - 2.5)/0.5 = 25$ kΩ (use 24 kΩ).

(b) $V_L = 15 - 2.5 - 0.7 = 12.3$ V. The 741 inputs are at $15 - 2.5 = 12.5$ V, which is within the input voltage range specifications. Assuming $f_3 = 100$ so that $I_o = 1$ mA, we find that the 741 output is at $V_{CE} = V_{REF} - V_{BE(on)} - R_1 I_o = 15 - 2.5 - 0.7 - 1 \times 1 = 10.8$ V (which is below $V_{OM} = 13$ V), and sinks a current of 1 mA (which is below $I_o = 25$ mA). Consequently, the 741 is operating within specifications.

For higher output currents, the transistor can be replaced by a power pnp Darlington, or by a power enhancement p-MOSFET as in Fig. 11.16b. In these cases, heat-sinking, to be discussed in Section 11.5, may be required.

Temperature-Sensor Applications

In thermometer applications it is desirable that $V(T)$ and $I(T)$ be calibrated in degrees Celsius or Fahrenheit rather than in kelvins. If a VPTAT or an IPTAT is used, suitable conditioning circuitry is required. The circuit of Fig. 11.17 senses temperature via the AD590 IPTAT, whose current can be expressed as $I(T) = 273.2 \mu A + (11 \mu A/°C) T$, $T$ in degrees Celsius. By the superposition principle,

$$V_I(T) = R_2 (273.2 + T) 10^{-6} - 10 R_2 / R_1$$

It is apparent that letting $R_1 = 10/(273.2 \times 10^{-6}) = 36.6$ kΩ will cause a cancellation and leave $V_I(T) = R_2 10^{-6} T$, $T$ in degrees Celsius. For a sensitivity of 100 mV/°C, use $R_2 = (100 \text{ mV})/(1 \mu A) = 100$ kΩ. To compensate for the various tolerances, implement $R_1$ with a 35.7-kΩ resistor in series with a 2-kΩ pot, and $R_2$ with a 97.6-kΩ resistor in series with a 5-kΩ pot. To calibrate, (a) place the IPTAT in an ice bath ($T = 0$ °C) and adjust $R_1$ for $V_I(T) = 0$ V; (b) place the IPTAT in boiling water ($T = 100$ °C) and adjust $R_2$ for $V_I(T) = 10.0$ V.

Temperature sensor.
FIGURE 11.18
Thermocouple cold-junction compensation using the AD590 IPTAT.

Another popular application of temperature sensors is cold-junction compensation in thermocouple measurements. A thermocouple is a temperature sensor consisting of two wires of dissimilar metals and producing a voltage of the type

$$V_{TC} = \alpha (T_J - T_R)$$

where $T_J$ is the temperature at the measurement or hot junction; $T_R$ is the temperature at the reference or cold junction, formed where the thermocouple is connected to the leads (usually of copper) of the measuring device; $\alpha$ is the Seebeck coefficient. For example, Type J thermocouples are made up of iron and constantan (55% Cu and 45% Ni), and give $\alpha = 52.3 \mu \text{V/}^\circ \text{C}$.

It is apparent that a thermocouple inherently provides only relative temperature information. If we want to measure $T_J$ regardless of $T_R$, we must use another sensor to measure $T_R$, as exemplified in Fig. 11.18. Using again the superposition principle,

$$V_O = \left(1 + \frac{R_2}{R_1 || R_3}\right) \alpha (T_J - T_R) + R_2(273.2 + T_R)10^{-6} - 10R_2/R_1$$

where both $T_J$ and $T_R$ are in degrees Celsius. As before, we select $R_1$ to cancel out the 273.2 term, $R_2$ to cancel out $T_R$, and $R_3$ to achieve the desired output sensitivity.

**EXAMPLE 11.13.** If the thermocouple of Fig. 11.18 is a type J for which $\alpha = 52.3 \mu \text{V/}^\circ \text{C}$, specify suitable component values for an output sensitivity of 10 mV/°C. Outline its calibration.

**Solution.** As before, let $R_1 = 10/(273.2 \times 10^{-6}) = 36.6 \text{k}\Omega$ to cancel out the 273.2 term. This leaves

$$V_O = \left(1 + \frac{R_2}{R_1 || R_3}\right) \alpha (T_J - T_R) + 10R_2/R_1$$

Next, impose $1 + R_2/(R_1 || R_3) = R_1 = 10^4 = 10 \text{ mV/}^\circ \text{C}$ to cancel out $T_R$ as well as achieve the desired output sensitivity. The results are $R_2 = 10.0 \text{k}\Omega$ and $R_3 = 52.65 \text{k}\Omega$.

In practice, we would use $R_3 = 52.3 \Omega$, $R_5$, and make $R_1$ and $R_2$ adjustable as follows: (a) place the hot junction in an ice bath and adjust $R_3$ for $V_O(T_J) = 0$; (b) place the hot junction in a hot environment of known temperature and adjust $R_2$ for the desired output (the second adjustment can also be performed with the help of a thermocouple voltage simulator).

To suppress noise pickup by the thermocouple wires, use an RC filter as shown, say $R = 10 \text{k}\Omega$ and $C = 0.1 \mu \text{F}$.

Thermocouple cold-junction compensators are also available as self-contained IC modules. Two examples are the AD594/5/6/7 series (Analog Devices) and the LT1025 (Linear Technology).

**11.4 LINEAR REGULATORS**

As shown in Fig. 11.19, a voltage regulator uses the Darlington pair $Q_1$ and $Q_2$, also called the series-pass element, to transfer power from an unregulated input source $V_I$ to a load at a prescribed regulated voltage $V_O$. The feedback network $R_1$ and $R_2$ samples $V_O$ and feeds a portion thereof to the error amplifier $EA$ for comparison against a reference $V_{REF}$. The amplifier provides the series-pass element with whatever drive it takes to force the error close to zero. The regulator is a classic example of series-shunt feedback, and it can be viewed as a noninverting op amp that has been equipped with a Darlington current booster to give

$$V_O = \left(1 + \frac{R_2}{R_1}\right)V_{REF}$$

Since the error amplifier provides currents on the order of milliamperes and the load may draw currents on the order of amperes, a current gain on the order of $10^3$ is required. A single power BJT is usually insufficient, so a Darlington pair is used instead, whose overall current gain is $\beta \equiv \beta_1 \times \beta_2$. We observe that for an npn BJT to work in the forward-active region, where $I_C = \beta I_B$, the conditions $V_{BE} = V_{BE(on)}$ and $V_{CE} \geq V_{CE(on)}$ must hold. A low-power BJT has typically $V_{BE} \approx 0.6 \text{ V}$ and $V_{CE} \approx 0.2 \text{ V}$.

**FIGURE 11.19**
Basic series voltage regulator.
\[ \beta \approx 100, V_{BE(on)} \approx 0.7 \text{ V}, \text{ and } V_{CE(on)} \approx 0.1 \text{ V}; \text{ a power BJT may have } \beta \approx 20, V_{BE(on)} \approx 1 \text{ V}, \text{ and } V_{CE(on)} \approx 0.5 \text{ V}. \]

Because of wide thermal excursions due to self-heating, and voltage errors due to stray resistances in the wiring system, the accuracy and stability of voltage regulators are less stringent than those of voltage references. The source \( V_{BE} \) is usually of the bandgap type, and the regulator is configured for the desired \( V_O \) by proper selection of the ratio \( R_2/R_1 \).

The efficiency \( \eta \) of the regulator is given by the ratio of the average power delivered to the load to that absorbed from the source, or \( \eta = P_o/P_i \). Since \( P_o = V_o I_o \) and \( P_i = V_i I_i \), we get

\[ \eta(\%) = \frac{100 V_o}{V_i} \]  

(11.19)

where we have ignored the currents drawn by the reference, amplifier, and feedback network compared to \( I_o \).

EXAM PLE 11.19. Let \( R_B = 510 \Omega \) and \( R_E = 3.3 \text{ k}\Omega \) in the regulator of Fig. 11.19. Assuming a bandgap reference and typical BJT parameters, find (a) \( R_2/R_1 \) for \( V_o = 5.0 \text{ V} \), (b) the error-amplifier output drive needed to provide \( I_o = 1 \text{ A} \), (c) the dropout voltage \( V_{DO} \) if the error amplifier saturates at \( V_{DO} = V_i - 0.5 \text{ V} \), and (d) the maximum efficiency achievable for the given \( I_o \).

Solution.

(a) Imposing \( 5 = (1 + R_2/R_1) \times 2.82 \) gives \( R_2/R_1 = 2.9 \).

(b) For \( I_o = 1 \text{ A} \) we have \( I_{B} = I_{E1}/(\beta_1 + 1) \approx 1/21 \approx 48 \text{ mA} \), and \( I_{E2} = I_{B1} + V_{BE(on)}/R_E \approx 48 \text{ mA} \). The error amplifier must thus source \( I_{E0} = I_{E1}/(\beta_1 + 1) \approx 48/101 \approx 0.47 \text{ mA} \); moreover, \( V_{o} = V_o + V_{BE(on)} + V_{DO} \approx 0.51 \times 0.47 + 0.7 + 1 + 5 \approx 7 \text{ V} \).

(c) For the circuit to work properly we need \( V_{DO} \leq V_{DO} \) and \( V_{CE} \geq V_{CE(on)} \) for both BJTs. It is readily seen that these conditions are met if \( V_i \geq 7.5 \text{ V} \). Hence, \( V_{DO} \) is limited to \( 7.5 - 5 = 2.5 \text{ V} \).

(d) Since \( V_i \geq 7.5 \text{ V} \), \( \eta(\%) \leq 5/7.5 \approx 67\% \).

Protections

The reliable performance of a power BJT is critically affected by power dissipation capabilities, current and voltage ratings, maximum junction temperature, and second breakdown, a phenomenon resulting from the formation of hot spots within the BJT, which cause uneven sharing of the total load among different regions of the device.\(^\text{10}\)

The above factors define a restricted region of the \( i_C-V_{CE} \) characteristic, known as the safe operating area (SOA), within which the device can be operated without the risk of failure or performance degradation. Figure 11.20 shows typical SOA data for the case of continuous operation. Note, for instance, that while the BJT can draw a current of \( 10 \text{ A} \) up to \( V_{CE} \approx 12 \text{ V} \), at \( V_{CE} = 100 \text{ V} \) it can only handle \( 1 \text{ A} \) without risking second-breakdown failure.

Voltage regulators are equipped with special circuitry to protect the power stage against current overload, second breakdown, and thermal overload. Each circuit is designed to be inactive under normal operating conditions, but to become active as soon as an attempt is made to exceed the corresponding safety limits.

FIGURE 11.20

Typical power BJT safe operating area (SOA): (1) bonding-wire limited, (2) thermally limited, (3) second-breakdown limited, and (4) voltage-rating limited.

Current overload protection is dictated by maximum power-rating considerations. Since the power dissipated by the series-pass BJT is \( P = (V_i - V_o)I_o \), we must ensure \( I_o \leq P_{max}/(V_i - V_o) \) for safe operation. The protection scheme of Fig. 11.21a, similar to that discussed at the end of Chapter 5 for op amps, uses a brute-force approach to keep \( I_o \) below the limit \( I_{EC} = P_{max}/V_i \), which occurs when
the output is short-circuited to ground, or \( v_O = 0 \). As we know, the resulting design equation is

\[
R_{sc} = \frac{VBE3(on)}{I_{SC}} \quad (11.20)
\]

The alternative scheme of Fig. 11.21b, called current fold-back for the shape of its curve, is designed to provide more efficient protection by raising the upper limit to \( I_B = P_{max}/(V_I - V_O) \) at \( v_O = V_{REG} \), while retaining the short-circuit limit \( I_{SC} = P_{max}/V_I \) at \( v_O = 0 \). It can be proved (see Problem 11.15) that the design equations, assuming \( I_{B3} \) is negligible, are

\[
\frac{1}{R_{fb}} = \frac{1}{R_{sc}} I_{B3} - I_{SC} \quad R_3 = \frac{R_{fb}}{R_{sc}} - 1 \quad (11.21)
\]

**EXAMPLE 11.10.** A 5-V regulator with \( V_I = 8 \) V uses a 12-W series-pass BJT. (a) Assuming typical BJT parameters, specify suitable components for output short-circuit protection. (b) Repeat, but for fold-back protection.

**Solution.**

(a) \( I_E = 12/8 = 1.5 \) A; \( R_E = 0.7/1.5 = 0.47 \Omega \).

(b) \( I_B = 12/(8 - 5) = 4 \) A; \( R_B = \left[1/(0.47 - 4 - 1.5)/5\right]^{-1} = 0.61 \Omega \); \( R_3/R_4 = 0.61/0.47 - 1 = 0.3 \). For \( V_O = 0 \), impose \( V_{REG}/(R_3 + R_4) = 10I_{B4} \). Assuming \( I_{B4} = 0.1 \) mA, we get \( R_3 \approx 160 \Omega \) and \( R_4 \approx 540 \Omega \).

To confine the series-pass BJT within its SOA, its collector current must be reduced in case the collector-emitter voltage rises above a safety level, a likely event when high-voltage transients are present on the unregulated input line. This protection is implemented with a Zener diode, as shown in Fig. 11.22. This diode, normally in cutoff, is designed to turn on as soon as \( V_I \) rises above a safety level. The current supplied by \( D_4 \) will then turn on \( Q_3 \) and divert current away from the base of the series-pass BJT, as in the case of current overload. The function of \( R_3 \) is to decouple the base of \( Q_3 \) from the low-impedance emitter of the power BJT, and that of \( R_6 \) is to limit the current through \( D_4 \), particularly in the presence of large noise spikes on the input line.

Excessive self-heating may cause permanent damage to BJTs, unless junction temperatures are kept from rising above a safety level, usually 175°C or less. The series-pass BJT is protected by sensing its instantaneous temperature and reducing its collector current in case of thermal overload. In the circuit of Fig. 11.22 this protection is provided by \( Q_4 \), a BJT mounted in close thermal coupling with the series-pass element. Temperature is sensed by exploiting the negative TC of \( V_{BEA} \). This BJT is designed to be in cutoff during acceptable thermal conditions, but to turn on as soon as the temperature approaches 175°C. Once in conduction, \( Q_4 \) will divert current away from the base of the series-pass BJT, reducing its conduction to the point of even shutting it off until the temperature drops to a more tolerable level.

**EXAMPLE 11.11.** Assuming \( V_{BEA} (25 \) °C) = 0.70 mV, find \( R_3 \) and \( R_4 \) to cause thermal shutdown at 175°C if \( V_{REG} \) is a bandgap reference.

**Solution.** The voltage required to turn on \( Q_2 \) can be estimated as \( V_{BEA} (175 \) °C) = \( V_{BEA} (25 \) °C) + \( TC \cdot V_{BEA} (175 - 25 \) °C) \( \approx 0.70 \) mV + \( (-2 \) mV/°C) \( 150 \) °C \( \approx 400 \) mV. Ignoring \( I_{BEA} \) and imposing 0.4 = \( |R_3/(R_3 + R_4)| \), 282 gives \( R_3/R_4 = 2.2 \). Assuming \( I_{B4} = 0.1 \) mA and imposing \( V_{BEA} = 10I_{BEA} \) gives \( R_7 = 880 \) Ω and \( R_4 = 400 \) Ω.

**Monolithic Voltage Regulators**

Manufacturers' data books report a wide variety of monolithic regulators. For reasons of space, we limit ourselves to a few examples. Two of the earliest products to gain wide popularity were the μA7800 series of positive regulators and the μA7900 series of negative regulators (Fairchild). Figure 11.23 depicts the 7800 series, where we identify the following functional blocks.

1. \( Q_{16} \) and \( Q_{17} \) form the series-pass element.
2. \( Q_{15}, D_2, \) and \( Q_{14} \) provide, respectively, output short-circuit protection, SOA protection, and thermal shutdown.
3. \( Q_1 \) through \( Q_7 \) form a combined bandgap-reference/error-amplifier designed to keep the base of \( Q_6 \) at 5 V via negative feedback.
4. \( R_{19} \) and \( R_{20} \) form a feedback network designed to give

\[
V_O = \left(1 + \frac{R_{20}}{R_{19}}\right)5 \text{ V} \quad (11.22)
\]

\( V_O \) is factory-programmed for a variety of different values by selecting the proper tap on \( R_{20} \) during fabrication. For instance, with \( R_{20} = 0 \) the device is configured
for $V_o = 5 \text{ V}$ and is called 7805; likewise, $R_{20} = 10 \text{ k} \Omega$ yields the 7815 15-V regulator, and $R_{20} = 7 \text{ k} \Omega$ yields the 7812 12-V regulator.

5. $Q_{13}$, along with the biasing network consisting of $D_1$ and $Q_{12}$, functions as the start-up circuit. At power turn-on, $Q_{13}$ brings up the voltage-reference section and also turns on the series element $Q_{16}$-$Q_{17}$ via the current mirror $Q_8$-$Q_9$. This causes $V_o$ to swing positive, until negative feedback takes over and turns off $Q_{13}$, which thus remains inactive during normal operation.

Figure 11.24 shows the electrical characteristics of the 7805.

The $\mu$A78G is similar to the 7800, except that $R_{19}$ and $R_{20}$ are omitted and the base of $Q_6$, referred to as the control pin, is made accessible to the user for the external setting of $V_o$. Called a three-terminal adjustable regulator, the device is especially useful in remote sensing. As depicted in Fig. 11.25, mounting the feedback network right across the load and equipping it with separate returns will ensure a regulated voltage $V_{REG} = (1 + R_3/R_2) V$ right at the load, irrespective of any voltage drops across the stray resistances $r_s$ of the wires. The three-terminal version of the 7900 negative regulators is called the $\mu$A79G.

Another popular class of products is offered by three-terminal adjustable regulators, of which the LM317 positive regulator and the LM337 negative regulator...
superposition principle, \( V_{\text{ADJ}} = V_O/(1 + R_1/R_2) + (R_1 \parallel R_2)(50 \, \mu A) \). Eliminating \( V_{\text{ADJ}} \) gives

\[
V_O = \frac{1 + \frac{R_2}{R_1}}{1.25 \, V + R_2(50 \, \mu A)}
\] (11.23)

The purpose of \( R_1 \) and \( R_2 \), besides setting the value of \( V_O \), is to provide a conductive path toward ground for the quiescent current of the error amplifier and the remaining circuitry in the absence of a load. The data sheets recommend imposing a current of 5 mA through \( R_1 \) to meet this requirement. One can then verify that the effect of the 50-\( \mu A \) current becomes negligible, so \( V_O = (1 + R_2/R_1)1.25 \, V \). By varying \( R_2 \), \( V_O \) can be adjusted anywhere between 1.25 V and 35 V.

Lastly, we mention low-dropout (LDO) regulators. As we know, the dropout voltage \( V_{\text{DROP}} \) is the minimum voltage difference between input and output under which the circuit is still able to regulate within specification. For instance, Fig. 11.24 shows that at \( I_L = 1 \, A \) the \( \mu A7805 \) has \( V_{\text{DROP}} = 2.5 \, V \) maximum, indicating that \( V_I \) must never be allowed to drop below \( V_{I(\text{MIN})} = V_{\text{REG}} + V_{\text{DROP}} = 7.5 \, V \). In automotive applications, \( V_I \) is obtained from a car battery whose voltage can easily drop from its nominal rating of 12 V to as little as 6 V, especially during "cold crank" conditions. Moreover, there are applications in which it is desired to operate a regulator as efficiently as possible. As illustrated in Fig. 11.27, LDO positive regulators minimize \( V_{\text{DROP}} \) by using a \( pnp \) BJT as the series element and allowing it to operate all the way to the edge of saturation to achieve \( V_{\text{DROP}} \leq V_{EC(sat)} \), which is usually on the order of a few tenths of a volt. To avoid using \( R_{\text{SC}} \), which would increase \( V_{\text{DROP}} \), the \( pnp \) BJT is equipped with an additional small-area collector to provide collector-current sensing information for the overload protection circuitry.

LDOs are often used to provide postregulation of the noisier outputs of switching regulators.

### 11.5 LINEAR-REGULATOR APPLICATIONS

The primary application of voltage regulators is in power supplies, especially distributed supplies, where the unregulated voltage is brought to different subsystems to be treated locally by dedicated regulators. Aside from a few simple requirements, a linear regulator is generally easy to use. As exemplified in Fig. 11.28, the device should always be equipped with an input capacitor to reduce the effects of stray inductance in the input wires, especially if the regulator is located away from the unregulated source, and an output capacitor to help improve the response to sudden load-current changes. For best results, use thick wires and traces, keep the leads short, and mount both capacitors as close as possible to the regulator. Depending on the case, heat-sinking may be required to keep the internal temperature within tolerable levels.

![FIGURE 11.27 Block-diagram of a low-dropout (LDO) regulator.](image-url)

![FIGURE 11.28 Typical circuit connection of the \( \mu A7805 \) voltage regulator. (Copyright, Fairchild Semiconductor Corporation, 1982. Used by permission.)](image-url)
Power Sources

With the help of a few external components, a voltage regulator can, like a voltage reference, be configured for a variety of voltage source or current source applications, the main difference lying in the much higher currents available.

A regulator is configured for a higher output voltage by raising its common terminal to a suitable voltage pedestal. In Fig. 11.29a we have \( V_O = V_{REG} + R_2 \times V_O/(R_1 + R_2) \), or
\[
V_O = \left(1 + R_2/R_1\right)V_{REG} \quad (11.24)
\]

The role of the op amp, which is powered from the regulated output to eliminate any PSRR and CMRR errors, is to prevent the feedback network from being loaded by the common terminal. However, if the current of this terminal is sufficiently small, as in the case of adjustable regulators such as the LM317 and LM337 types, then we can do without the op amp and the circuit simplifies to the familiar form of Fig. 11.26b.

**FIGURE 11.29**
Configuring a regulator (a) as a power voltage source, and (b) as an adjustable power current source.

**EXAMPLE 11.12.** Assuming a 7805 regulator in Fig. 11.29a, specify suitable components for \( V_O = 15.0 \) V. What is the permissible range for \( V_CC \)? Comment on the line and load regulation.

**Solution.** Use a 741 op amp with \( R_1 = 10 \) kΩ and \( R_2 = 20 \) kΩ. For the exact adjustment of \( V_O \), interpose a 1-kΩ potentiometer between \( R_1 \) and \( R_2 \), and connect the noninverting input to the wiper.

Figure 11.24 gives \( V_{DC} = 2 \) V, so the permissible input range is \( 17 \) V ≤ \( V_CC \) ≤ \( 35 \) V. The percentage values of the line and load regulation are the same as for the 7805; however, their mV/V and mV/A values are now \( 1 + R_2/R_1 = 3 \) times as large.

In Fig. 11.29b the op amp bootstraps the regulator’s common terminal with the voltage \( V_CC \) developed by the output load, and the regulator keeps the voltage across \( R \) at \( kV_{REG} \), where \( k \) represents the fraction of the potentiometer between the wiper and the regulator’s output, \( 0 \leq k \leq 1 \). Consequently, the circuit gives
\[
I_O = kV_{REG}/R \quad (11.25)
\]
regardless of \( V_CC \), provided no saturation effects occur. We thus have an adjustable current source, and its voltage compliance is \( V_L \leq V_CC - V_DD - kV_{REG} \). If a current sink is needed, then we can use a negative regulator. To maximize the compliance for a given \( V_CC \), use a regulator with low \( V/DD \) and \( V_{REG} \). An adjustable regulator of the 317 or 337 type is a good choice.

**EXAMPLE 11.13.** The circuit of Fig. 11.29b uses an LM317 1.25-V regulator, whose ratings are \( V/DD = 2 \) V and line regulation = 0.07%/V maximum. Assuming a 10-kΩ potentiometer, an op amp with CMRR > 70 dB, and ±15-V supplies, specify \( R \) for an adjustable current from 0 to 1 A; next, find the voltage compliance and the minimum equivalent resistance seen by the load for the case \( k = 1 \).

**Solution.** \( R = 1.25 \) Ω, 125 W (use 1.24 Ω, 2 W). \( V_L \leq 15 - 2 - 1.25 = 11.75 \) V. A -1 V change in \( V_CC \) causes a worst-case change in \( I_O \) of \( (1.25 \times 0.07/100 + 10^{-7}/9) \times 1.25 = 0.953 \) mA, to \( R_{equiv} = (1 \) V)/(0.953 mA) = 1.05 kΩ.

**Thermal Considerations**

The power dissipated in the base-collector junction of the series-pass BJT is converted into heat, which raises the junction temperature \( T_J \). To prevent permanent damage to the BJT, \( T_J \) must be kept within a safe limit. For silicon devices, this limit\(^{10}\) is in the range of \( 150 \) °C to \( 200 \) °C. To avoid excessive temperature buildup, heat must be expelled from the silicon chip to the surrounding package structure and from there to the ambient. At thermal equilibrium, the temperature rise of a constant-power dissipating BJT with respect to the ambient can be expressed as
\[
T_J - T_A = \theta_{JA}P_D \quad (11.26)
\]
where \( T_J \) and \( T_A \) are the junction and ambient temperatures, \( P_D \) is the dissipated power, and \( \theta_{JA} \) is the **junction-to-ambient thermal resistance**, in degrees Celsius per watt. This resistance, representing the amount of temperature rise per unit of dissipated power, is given in the data sheets. For instance, for \( \theta_{JA} = 50 \) °C/W the chip temperature rises above the ambient temperature by 50 °C for every watt of dissipated power. If \( T_A = 25 \) °C and \( P_D = 2 \) W, then \( T_J = T_A + \theta_{JA}P_D = 25 + 50 \times 2 = 125 \) °C. We can also regard \( \theta_{JA} \) as a measure of a device’s ability to expel heat. The lower \( \theta_{JA} \), the smaller the temperature rise for a given \( P_D \). It is apparent that \( \theta_{JA} \) and \( T_J/(\text{max}) \text{ set an upper limit on } P_D \text{ for a given } T_A/(\text{max}) \).

The heat-transfer process can be modeled with an electrical-conduction analog where power corresponds to current, temperature to voltage, and thermal resistance to ohmic resistance. This analogy is illustrated in Fig. 11.30 for the case of free-air...
EXAMPLE 11.14. (a) According to Fig. 11.24, \( T_{J_{\text{max}}} = 150 \degree C \) for the \( \mu A7805 \). Assuming \( T_{C_{\text{max}}} = 50 \degree C \), find the maximum power that a TO-220 package operating in free air can dissipate. What is the corresponding case temperature \( T_c \) ? (b) Find the maximum current that can be drawn from the device if \( V_i = 8 \) V.

Solution.

(a) \( P_{\text{D\text{\text{O\text{max}}}}} = (T_{J_{\text{max}}} - T_{C_{\text{max}}})/\theta_{JA} = (150 - 50)/60 = 1.67 \) W. By KVL, \( T_c = T_j - \theta_{JC} P_d = 150 - 3 \times 1.67 = 145 \degree C \).

(b) Ignoring the current at the common terminal, we have \( P_d = (V_i - V_o)I_d \), so \( I_d \leq 1.67/(8 - 5) = 0.556 \) A.

In the case of free-air operation, heat encounters much more resistance in propagating from case to ambient than from junction to case. The user can reduce \( \theta_{CA} \) significantly by means of a heatsink. This is a metal structure, usually with fins, that is bonded, clipped, or clamped to the device package to facilitate heat flow from case to ambient. The effect of a heatsink is illustrated in Fig. 11.32. While \( \theta_{JC} \) remains the same, \( \theta_{CA} \) is altered significantly as

\[
\theta_{CA} = \theta_{CS} + \theta_{SA} \tag{11.28}
\]

where \( \theta_{CS} \) is the thermal resistance of the mounting surface and \( \theta_{SA} \) is that of the heatsink. The mounting surface is usually a thin insulating washer of mica or fiberglass to provide electrical isolation between the case, which is internally connected to the collector, and the sink, which is often bonded to the chassis. Usually smeared with heatsink grease to ensure intimate thermal contact, the mounting surface has a typical thermal resistance of less than 1 \degree C/W.

Heatsinks are available in a variety of shapes and sizes, with thermal resistances ranging from about 30 \degree C/W for the smaller types to as little as 1 \degree C/W or less for...
the truly massive units. Thermal resistance is specified for the case of a heatsink mounted with fins vertical and with unobstructed airflow. Forced air cooling reduces thermal resistance further. In the limiting case of infinite heatsinking and a thermally perfect mounting surface, \( \theta_{CA} \) would approach zero and the device’s ability to expel heat would be limited only by \( \theta_{JC} \). The package-heatsink combination best suited to a given application is determined on the basis of the maximum expected power dissipation, the maximum allowable junction temperature, and the maximum anticipated ambient temperature.

**EXAMPLE 11.15.** A \( \mu \) A7805 regulator is to meet the following requirements: \( T_{A(\text{max})} = 60 \, ^\circ \text{C}, I_{(\text{max})} = 0.8 \, \text{A}, V_{(\text{max})} = 12 \, \text{V}, \) and \( T_{J(\text{max})} = 125 \, ^\circ \text{C} \). Select a suitable package-heatsink combination.

**Solution.** \( \theta_{CA(\text{max})} = \frac{(125 - 60)}{(12 - 5)(0.8)} = 11.6 \, ^\circ \text{C}/\text{W} \). Use the TO-220 package, which is cheaper and offers better thermal resistance. Then, \( \theta_{CA} = \theta_{CA} - \theta_{JC} = 11.6 - 5 = 6.6 \, ^\circ \text{C}/\text{W} \). Allowing 6.6 \, ^\circ \text{C/W} for the thermal resistance of the mounting surface, we are left with \( \theta_{CA} = 6 \, ^\circ \text{C/W} \). According to the catalogs, a suitable heatsink example is the IHERC HP1 series, whose \( \theta_{CA} \) rating is in the range of 5 \, ^\circ \text{C/W} \) to 6 \, ^\circ \text{C/W}.

### Power-Supply Supervisory Circuits

The forms of protection discussed in Section 11.4 safeguard the regulator. A well-designed power-supply system will also include circuitry to safeguard the load and to monitor satisfactory power-supply performance. The functions typically required are over-voltage (OV) protection, under-voltage (UV) sensing, and ac line loss detection. The MC3425 (Motorola) is one of a variety of dedicated circuits known as power-supply supervisory circuits designed to assist the designer in this task.

As shown in Fig. 11.33, the circuit consists of a 2.5-V bandgap reference and two comparator channels, one for OV protection and the other for UV detection. The input comparators \( CMP_1 \) and \( CMP_2 \) have open-collector outputs with 200-\( \mu \)A active pullups. These outputs are externally accessible to allow independent adjustment of the response delays of the two channels in order to prevent false triggering in noisy environments. The delays are established by connecting two capacitors between these outputs and ground, as shown in the subsequent figures.

Under normal conditions these outputs are low. Should, however, an OV or UV condition arise, either \( CMP_1 \) or \( CMP_2 \) will switch its output BJT off to allow the corresponding delay capacitor to charge by the 200-\( \mu \)A pullup. Once the capacitor voltage reaches \( V_{\text{REF}} \), the corresponding output comparator fires, signaling that the emergency condition persisted for the entire delay of that channel. The delay of either channel is obtained via Eq. (10.2) as \( T_{\text{DLY}} = C_{\text{DLY}}(2.5 \, \text{V})/(200 \, \mu \text{A}) \), or

\[
T_{\text{DLY}} = 12.5 \, 500C_{\text{DLY}}
\]  

where \( C_{\text{DLY}} \) is in farads and \( T_{\text{DLY}} \) in seconds. For instance, using \( C_{\text{DLY}} = 0.01 \, \mu \text{F} \) yields \( T_{\text{DLY}} = 125 \, \mu \text{s} \).

**FIGURE 11.33**

Simplified diagram of the MC3425 power-supply supervisory/over-under-voltage protection circuit. (Courtesy of Motorola, Inc.)

Whereas the UV comparator \( CMP_3 \) has an open-collector output, the OV comparator \( CMP_2 \) has an overload-protected output booster to drive an external silicon controlled rectifier (SCR) crowbar for emergency power shutdown.

**OV/UV Sensing and Line-Loss Detection**

Figure 11.34 shows a typical 3425 connection for OV protection and UV sensing. The OV channel trips whenever \( V_{\text{CC}} \) tries to rise above a level \( V_{\text{OV}} \) such that \( V_{\text{OV}}/(1 + R_2/R_1) = V_{\text{REF}} \), or

\[
V_{\text{OV}} = \left( 1 + \frac{R_2}{R_1} \right) V_{\text{REF}}
\]  

(11.30)

If the OV condition persists for the entire delay \( T_{\text{OV}} \) as set by \( C_{\text{OV}} \), the MC3425 fires the SCR, which in turn shorts out the voltage regulator and blows the fuse, thus protecting the load against prolonged over-voltage and the unregulated input source against prolonged overload.
FIGURE 11.34
Over-voltage protection and under-voltage sensing using the MC3425.

Likewise, the UV channel trips whenever $V_{CC}$ drops below

$$V_{UV} = \left(1 + \frac{R_4}{R_3}\right)V_{REF}$$

(11.31)

Once tripped, CMP3 also activates an internal circuit that sinks a current $I_{HV} = 12.5 \mu A$ from the UV sense input pin. This current is designed to load down the voltage of this pin in order to produce hysteresis and, therefore, reduce chatter. The hysteresis width is

$$\Delta V_{UV} = (R_3 \parallel R_4)(12.5 \mu A)$$

(11.32)

Thus, once CMP3 fires as a result of $V_{CC}$ dropping below $V_{UV}$, it remains in that state until $V_{CC}$ rises above $V_{UV} + \Delta V_{UV}$. Unless this happens within the delay $T_{UV}$ as set by $C_{UV}$, CMP4 also fires and causes the LED to glow. Once $V_{CC}$ returns above $V_{UV} + \Delta V_{UV}$, CMP3 returns to the original state and deactivates $I_{HV}$.

**EXAMPLE 11.16.** In Fig. 11.34 specify suitable components for an OV trip level of 6.5 V with a 100-μs delay, and a UV trip level of 4.5 V with a 0.25-V hysteresis and a 500-μs delay.

**Solution.** The above equations give $C_{OV} = 8 \, \text{nF}$, $C_{UV} = 43 \, \text{nF}$, $C_{UV} = 40 \, \text{nF}$. Use $C_{OV} = 8.2 \, \text{nF}$, $C_{UV} = 43 \, \text{nF}$, $R_1 = 10.0 \, \text{kΩ}$, $R_2 = 16.2 \, \text{kΩ}$, $R_3 = 45.3 \, \text{kΩ}$, $R_4 = 36.5 \, \text{kΩ}$.

In microprocessor-based systems, ac line loss, whether total (blackout) or partial (brownout), must be detected in time to allow the salvage of vital status information in nonvolatile memory, as well as disable any devices that might be adversely affected by underpowered operation, such as motors and pumps. The circuit of Fig. 11.35a monitors the ac line via a center-tapped transformer (which can be the very transformer involved in the generation of the unregulated input to the voltage regulator) and uses the UV channel to detect line loss. Circuit operation is best understood with the help of the waveforms of Fig. 11.35b.

The delay capacitor $C_{UV}$ is chosen to be large enough so that, under normal line conditions, it does not have enough time between consecutive ac peaks to charge past 2.5 V. This is also referred to as a retryggable one-shot operation. However, should the line drop to the extent of causing the peaks at the UV sense pin 4 to drop below the 2.5-V threshold, $C_{UV}$ will fully charge and trigger CMP4, thus issuing a PFAIL command. This can be used to interrupt the microprocessor and initiate appropriate power-fail routines.

**11.6 SWITCHING REGULATORS**

As we know, in a linear regulator the series-pass transistor transfers power from $V_I$ to $V_O$ continuously. As depicted in Fig. 11.36a, the BJT operates in the forward-active region, where it acts as a controlled current source dissipating the power

$$P = V_{CE}I_C + V_{BE}I_B.$$ Ignoring the base current and the current drawn by the control circuitry compared to the load current $I_O$, we can write $P \approx (V_I - V_O) I_O$.

As already seen, it is precisely this dissipation that limits the efficiency of a linear
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If we view the switch-coil-diode combination as a T structure, then, depending on which leg is occupied by the coil, we have the three topologies of Fig. 11.37, called, for reasons to be justified shortly, the buck, boost, and buck-boost topologies; clearly, the circuit of Fig. 11.36b is a buck circuit. Though the topologies are shown for operation with \( V_I > 0 \), they can readily be configured for \( V_I < 0 \) by proper reversal of the switch and diode polarities. Moreover, a wide range of variants can be obtained by suitable modification of the coil and switch structures. To gain more insight, we focus on the buck topology, though similar analysis can be applied also to the other topologies. Assuming \( V_I > V_O \), we can describe buck operation as follows.
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and write \( \Delta I_L = v_L \Delta t/L \), so during \( t_{ON} \) the coil current increases by
\[
\Delta I_L(t_{ON}) = \frac{V_I - V_{SAT} - V_O}{L} t_{ON}
\]  
(11.35)

Recall from basic physics that current in a coil cannot change instantaneously. Consequently, when the switch is opened, the coil will develop whatever voltage it takes to maintain the continuity of its current. As the magnetic field starts to collapse, \( dI_L/dt \) changes polarity and so does \( v_L \), indicating that the coil will swing the voltage of its left terminal negatively until the catch diode turns on to provide a path in which the coil current can continue to flow. The situation is depicted in Fig. 11.38b, where \( V_F \) is the voltage drop developed by the forward-biased diode. The coil voltage is now \( v_L = -V_F - V_O \), indicating a coil current decrease
\[
\Delta I_L(t_{OFF}) = \frac{-V_F + V_O}{L} t_{OFF}
\]  
(11.36)

Figure 11.39a shows the switch, diode, and coil current waveforms for the case in which the coil current never drops to zero, a situation referred to as continuous conduction mode (CCM).

Once the circuit has reached steady-state operation following power turn-on, we have \( \Delta I_L(t_{ON}) = -\Delta I_L(t_{OFF}) = \Delta I_L \), where \( \Delta I_L \) is called the coil current ripple. Using Eqs. (11.34) through (11.36) gives, for the buck regulator,
\[
V_O = D(V_I - V_{SAT}) - (1 - D)V_F
\]  
(11.37)

Turning next to the boost topology of Fig. 11.37b, we note that the coil voltage, again assumed positive at the left, is \( v_L = V_F - V_{SAT} \) during \( t_{ON} \), and \( v_L = V_I - (V_F + V_O) \) during \( t_{OFF} \). Proceeding as in the buck case, we find, for the boost regulator,
\[
V_O = \frac{1}{1 - D}(V_I - DV_{SAT}) - V_F
\]  
(11.38)

Likewise, the coil voltage in Fig. 11.37c, assumed positive at the top, is \( v_L = V_I - V_{SAT} \) during \( t_{ON} \), and \( v_L = V_O - V_F \) during \( t_{OFF} \). Consequently, we have, for the buck-boost regulator,
\[
V_O = \frac{1}{1 - D}(V_I - V_{SAT}) + V_F
\]  
(11.39)

In the ideal limits \( V_{SAT} \rightarrow 0 \) and \( V_F \rightarrow 0 \) the above equations simplify, respectively, to the following lossless characteristics.
\[
V_O = DV_I \hspace{1cm} V_O = \frac{1}{1 - D} V_I \hspace{1cm} V_O = -\frac{D}{1 - D} V_I
\]  
(11.40)

Given that \( 0 < D < 1 \), the buck regulator yields \( V_O < V_I \) and the boost regulator \( V_O > V_I \), these being the reasons for their names. By analogy with transformers, the buck and boost circuits are also referred to as step-down and step-up regulators. In the buck-boost circuit the output magnitude can be smaller or greater than the input magnitude, depending on whether \( D < 0.5 \) or \( D > 0.5 \); moreover, the output polarity is opposite to that of the input, so this regulator is also called an inverting regulator. Note that boost and polarity inversion are not possible with linear regulators!

In the ideal limit of lossless components and zero power dissipation by the control circuitry, a switching regulator would be 100% efficient, giving \( P_O = P_I \), or \( V_O I_O = V_I I_I \). Writing
\[
I_I = \left( \frac{V_O}{V_I} \right) I_O
\]  
(11.41)

provides an estimate for the current drawn from the input source.

**Example 11.16**. Given a buck regulator with \( V_I = 12 \) V and \( V_O = 5 \) V, find \( D \) if (a) the switch and diode are ideal, and (b) \( V_{SAT} = 0.5 \) V and \( V_F = 0.7 \) V. (c) Repeat (a) and (b) if \( 8 \) V \( \leq V_I \leq 16 \) V.

**Solution.**
(a) By Eq. (11.40), \( D = 5/12 = 41.7\% \).
(b) By Eq. (11.37), \( D = 46.7\% \).
(c) The same equations give, for the two cases, \( 31.2\% \leq D \leq 62.5\% \), and \( 35.2\% \leq D \leq 69.5\% \).
Coil Selection

Two observations should provide better insight into the role of $L$: (a) The coil must carry some average current $I_L \neq 0$ in order to feed the load; in fact, with reference to the continuous mode shown in Fig. 11.39a, one can prove (see Problem 11.31) that the buck, boost, and buck-boost circuits are characterized, respectively, by

$$I_L = I_D$$
$$I_L = \frac{V_O}{V_I} I_D$$
$$I_L = \left(1 - \frac{V_O}{V_I}\right) I_D$$

(11.42)

(b) In steady state the average coil voltage $V_L$ must be zero.

Should a line or load fluctuation intervene, the controller adjusts the duty cycle $D$ to regulate $V_O$ in accordance with Eq. (11.40), and the coil adjusts $I_L$ to meet the load-current demands in accordance with Eq. (11.42). By the inductance law $i_L = (1/D) \int v_L dt$, the coil adjusts its average current $I_L$ by integrating the voltage imbalance brought about by the fluctuation; this adjustment continues until the average coil voltage $V_L$ is driven back to zero.

We can picture the effect of a rise or drop in $I_D$ as an up or down shift of the $i_L$ waveform of Fig. 11.39a. If $I_D$ drops to the point that $I_L = \Delta i_L/2$, the bottom of the $i_L$ waveform reaches zero. Any further decrease of $I_D$ below this critical value will cause the bottom of the $i_L$ waveform to become clipped, as in Fig. 11.39b, a situation referred to as discontinuous conduction mode (DCM). We observe that in CCM $V_O$ depends only on $D$ and $V_I$, regardless of $I_D$. By contrast, in DCM $V_O$ depends also on $I_D$, so $D$ will have to be reduced accordingly by the controller; failing to do so would cause, in the limit of an open-circuited output, $V_O \to V_I$ for the buck, $V_O \to \infty$ for the boost, and $V_O \to -\infty$ for the buck-boost regulators.

To estimate a suitable value of $L$, it is convenient to assume $V_{SAT} = V_F = 0$. Then, for a buck regulator in steady state, Eqs. (11.35) and (11.36) give $I_{ON} = L \Delta i_L/(V_I - V_O)$ and $I_{OFF} = L \Delta i_L/V_O$. Letting $I_{ON} + I_{OFF} = 1/f_S$ gives, for the buck regulator,

$$L = \frac{V_O(1 - V_O/V_I)}{f_S \Delta i_L}$$

(11.43)

Proceeding in similar manner, we find, for the boost regulator,

$$L = \frac{V_I(1 - V_I/V_O)}{f_S \Delta i_L}$$

(11.44)

and for the buck-boost regulator,

$$L = \frac{V_I(1 - V_I/V_O)}{f_S \Delta i_L}$$

(11.45)

The choice of $L$ is usually a tradeoff between maximum output power with minimum output ripple, and small physical size with fast transient response. Moreover, increasing $L$ for a given $I_D$ will cause the system to go from DCM to CCM. A good starting point is to choose the current ripple $\Delta i_L$, and then use the proper equation to estimate $L$.

There are various criteria for specifying $\Delta i_L$. One possibility is to let $\Delta i_L = 0.2(I_{L\text{max}}/2)$, where $I_{L\text{max}}$ is dictated either by the maximum output current rating of the regulator, as per Eq. (11.42), or by the maximum peak-current rating of the switch, as per $I_P = I_L + \Delta i_L/2$. The switch rating becomes important especially in step-up situations, where $I_L$ may be considerably larger than $I_O$. Alternatively, to avoid discontinuous operation, we can let $\Delta i_L = 2I_{O\text{min}}$, where $I_{O\text{min}}$ is the minimum anticipated load current. Other criteria are possible, depending on the type of regulation as well as the goals of the given application.

Once the value of $L$ has been chosen, a coil must be found that can handle both the peak and rms values of $i_L$. The peak value is limited by core saturation, for if the coil were to saturate, its inductance would drop abruptly, causing an inordinate rise in $i_L$ during $t_{ON}$. The rms value is limited by losses in the windings and the core. Though the coil has traditionally been perceived as a very intimidating issue, modern switching-regulator data sheets provide a wealth of useful information to ease coil selection, including coil manufacturers' addresses and specific part numbers.

**EXAMPLE 11.18.** Specify a coil for a boost regulator with $V_I = 5\text{ V}$, $V_O = 12\text{ V}$, $I_D = 1\text{ A}$, and $f_S = 100\text{ kHz}$. What is the minimum load current $I_{O\text{min}}$ for continuous operation?

**Solution.** At full load, $I_L = (12/5)I_D = 2.4\text{ A}$. Let $\Delta i_L = 0.2I_D = 0.48\text{ A}$. Then, Eq. (11.44) gives $L = 61\text{ \mu H}$. At full load the coil must withstand $I_P = I_L + \Delta i_L/2 = 2.64\text{ A}$, and $I_{O\text{min}} = (I_P^2 + (\Delta i_L/\sqrt{2})^2)^{1/2} = I_D = 2.4\text{ A}$. Moreover, $I_{O\text{min}} = 0.1\text{ A}$.

Capacitor Selection

To estimate a suitable value of $C$ in the buck topology of Fig. 11.37a, we observe that the coil current splits between the capacitor and the load as $i_L = i_C + i_Q$. In steady state the average capacitance current is zero and the load current is relatively constant. We can therefore write $\Delta i_C = \Delta i_L$, indicating that the $i_C$ waveform is similar to the $i_L$ waveform, except that $i_C$ is centered about zero. The $i_C$ ripple causes a voltage ripple $\Delta V_C = (1/C) \int i_C dt$, where integration is from $t_{ON}$ (where $V_C$ reaches its minimum) to $t_{OFF}$ (where $V_C$ reaches its maximum). We easily find the area as $\int i_C dt = 1/2 \times (I_{ON}/2 + I_{OFF}/2) \times \Delta i_L/2 = \Delta i_L/8$. This gives, for the buck regulator,

$$C = \frac{\Delta i_L}{8f_S \Delta V_C}$$

(11.46)

In the boost topology of Fig. 11.37b the coil is disconnected from the output during $t_{ON}$, so the load current during this time is supplied by the capacitor. Using Eq. (10.2), we estimate the ripple as $\Delta V_C = I_{O\text{ON}}/C$. But, $I_{O\text{ON}} = D f_S$ and $D = 1 - V_I/V_O$, so we have, for the boost regulator,

$$C = \frac{I_O(1 - V_I/V_O)}{f_S \Delta V_C}$$

(11.47)

Similar considerations hold for the buck-boost topology, so

$$C = \frac{I_O(1 - V_I/V_O)}{f_S \Delta V_C}$$

(11.48)

The above equations give $C$ for a specific ripple $\Delta V_C$. Practical capacitors exhibit a small *equivalent series resistance* (ESR) and a small *equivalent series inductance* (ESL), as modeled in Fig. 11.40. The ESL contributes an output ripple term of the type $\Delta V_{\text{ESL}} = \text{ESR} \times \Delta i_C$, where $\Delta i_C$ is the capacitor ripple current, indicating...
the need for low-ESR capacitors. The ripple \( \Delta V_C \) across \( C \) in Fig. 11.40 and the ripple \( \Delta V_{ESR} \) across ESR combine to give an overall ripple \( V_{ro} \) at the output. For an estimation of the maximum allowed ESR, a reasonable approach is to allow \( \frac{1}{3} \) of \( V_{ro} \) to come from \( V_{vc} \), and \( \frac{2}{3} \) of \( V_{ro} \) from \( \Delta V_{ESR} \).

**Example 11.19.** In the boost regulator of Example 11.18, specify a capacitor for an output ripple \( V_{ro} \approx 100 \) mV.

**Solution.** At full load and with \( \Delta V_C \approx (1/3)V_{in} \approx 33 \) mV, Eq. (11.47) gives \( C = 177 \mu F \). For the boost regulator we have \( \Delta i_C = \Delta i_D = I_p \) so at full load \( \Delta i_C = 2.64 \) A. Then, ESR \( = (67 \text{ mV})/(2.64 \text{ A}) \approx 25 \) m\( \Omega \).

The \( C \) and ESR requirements may be difficult to meet simultaneously, so we can either increase the size of the capacitor, since larger capacitors tend to have smaller ESRs, or we can filter out the existing ripple with an additional LC stage at the output.

A well-constructed switching regulator will include an LC filter at the input, both to ease the output-impedance requirements of the source \( V_I \) and to prevent the injection of electromagnetic interference (EMI) upstream of the regulator. This is illustrated in Fig. 11.41 for the three basic topologies operating in CCM (the waveforms pointing to arrows are element currents, the others are node voltages). We observe that the most taxing situation for a capacitor is when it is in series with either the switch or the diode. When it is in series with the coil, as at the input of the boost or at the output of the buck topology, the filtering action provided by the coil itself results in a smoother waveform. It follows that the buck regulator enjoys the lowest output ripple of the three topologies.

**Efficiency**

The efficiency of a switching regulator is found as

\[
\eta(\%) = \frac{P_O}{P_O + P_{\text{loss}}} \tag{11.49}
\]

where \( P_O = V_I I_O \) is the power delivered to the load, and

\[
P_{\text{loss}} = P_{SW} + P_D + P_{\text{coil}} + P_{\text{cap}} + P_{\text{controller}} \tag{11.50}
\]

is the sum of the losses in the switch, the diode, the coil, the capacitor, and the switch controller.

Switch loss is the sum of a conduction component and a switching component, or \( P_{SW} = V_{SAT} I_{SW} + f_s W_{SW} \). The conduction component is due to the nonzero voltage drop \( V_{SAT} \), for the case of a saturating BJT switch this component is found as \( V_{C E(sat)} I_{SW} \text{avg} \), and for the case of a FET switch as \( V_{GS(th)} I_{SW} \text{rms} \text{avg} \).

The switching component is due to the nonzero rise and fall times of the voltage and current waveforms of the switch; the resulting waveform overlap causes the per-cycle dissipation of an energy packet \( W_{SW} \approx 2 \Delta V_{SW} \Delta i_{SW} f_{SW} \), where \( \Delta V_{SW} \) and \( \Delta i_{SW} \) are the switch voltage and current changes, and \( f_{SW} \) is the effective overlap time.

Diode dissipation is likewise \( P_D = V_F I_F \text{avg} + f_s W_D \), where \( V_F \) is the diode reverse voltage, \( I_F \text{avg} \) the forward current at turn-off, and \( f_s \) the reverse recovery time. Schottky diodes are good choices because of their inherently lower voltage drop \( V_F \) and the absence of charge-storage effects.

Capacitor loss is \( P_{\text{cap}} = ESR_i I_C \). Coil loss consists of two terms, namely, the copper loss \( R_{\text{coil}} I_C \text{avg} \) in the coil resistance, and core losses, which depend on the coil current as well as \( f_s \). Finally, the controller contributes \( V_I I_Q \) where \( I_Q \) is the average current it draws from \( V_I \), exclusive of the switch.
EXAMPLE 11.21. A buck regulator with \( V_s = 15 \text{ V} \), \( V_o = 5 \text{ V} \), \( I_o = 3 \text{ A} \), \( f_s = 50 \text{ kHz} \), and \( I_{Q} = 10 \text{ mA} \), uses a switch with \( V_{sat} = 1 \text{ V} \) and \( t_{sw} = 100 \text{ ns} \), a diode with \( V_D = 0.7 \text{ V} \) and \( t_{D} = 100 \text{ ns} \), a coil with \( R_L = 50 \text{ m}\Omega \) and \( I_{L} = 0.6 \text{ A} \), and a capacitor with \( ESR = 100 \text{ m}\Omega \). Assuming core losses of \( 0.25 \text{ W} \), find \( \eta \) and compare with a linear regulator.

Solution. Eq. (11.37) gives \( D = 38.8\% \). Then,

\[
P_{sw} = V_{sat} D I_o + 2f_s V_s I_o t_{sw} = 1.16 + 0.45 = 1.61 \text{ W};
P_{on} = V_s (1 - D) I_o + f_s V_s I_o t_{D} = 1.29 + 0.22 = 1.51 \text{ W};
P_{on} + ESR (\Delta t/\sqrt{2})^2 = 3 \text{ mW};
P_{out} = R_{on} \times (\Delta t/\sqrt{2})^2 + 0.25 \text{ W} = 0.52 \text{ W};
P_{on} = 15 \times 0.15 = 0.15 \text{ W};
P_{out} = 3 \times 3 = 9 \text{ W};
\]

\( \eta = 81\% \).

A linear regulator would have \( \eta = 5/15 = 33\% \), indicating that to deliver 15 W of useful power it would dissipate 30 W, while the switching regulator of our example dissipates only 3.52 W.

### 11.7 MONOLITHIC SWITCHING REGULATORS

Monolithic switching regulators are available in a wide range of performance specifications. For switch currents of up to a few amperes, the switch is usually provided on-chip, along with the control circuitry. All the user needs to provide, then, is the coil, the output filter capacitor, the input bypass capacitor, and the catch diode, usually a Schottky type. When higher currents are called for, the switch is provided externally by the user, and it may be either a power BJT or a power MOSFET. FETs are generally preferable because the absence of second-breakdown limitations and charge-storage effects allows for higher switching frequencies, and hence, smaller energy-storage elements, particularly smaller coils. To minimize power loss, use a FET with a suitably low \( r_{DS(on)} \).

Component layout and orientation are extremely critical in switching regulators, so manufacturers provide printed-circuit-board layouts and component-stuffing diagrams. Moreover, to foster switching regulator applications, computer programs are available, such as the SwitcherCAD program by Linear Technology and the Switchers Made Simple program by National Semiconductor.

Though the market offers both pulse-width modulation (PWM) and pulse-frequency modulation (PFM) controllers, the majority of regulators at present are PWM controllers operating at a fixed frequency \( f_s \) in the range of \( 10^4 \) to \( 10^6 \) Hz. This frequency is chosen as a compromise between small coil/capacitor size on the one hand, and low switching losses and reduced EMI and RFI on the other. There are two types of PWM control, namely, voltage-mode and current-mode control.

#### Voltage-Mode Control

Voltage-mode control, exemplified in Fig. 11.42 for the buck topology operating in the continuous conduction mode (CCM), controls \( I_{on} \) by modulating a sawtooth waveform \( v_s \) of frequency \( f_s \) in the range of \( 10^4 \) to \( 10^6 \) Hz. This frequency is chosen as a compromise between small coil/capacitor size on the one hand, and low switching losses and reduced EMI and RFI on the other. There are two types of PWM control, namely, voltage-mode and current-mode control.

- **Voltage-mode control**, exemplified in Fig. 11.42 for the buck topology operating in the continuous conduction mode (CCM), controls \( I_{on} \) by modulating a sawtooth waveform \( v_s \) of frequency \( f_s \) with the error-amplifier output \( v_c \). To gain a better feel for the various issues involved, refer to the simplified equivalent of Fig. 11.43. If the switching frequency \( f_s \) is high enough that PWM can be regarded as a continuous

\[
H_C = \frac{V_o}{V_c} = \frac{1}{1 - (\omega_0/\omega_1) + (\omega_0/\omega_2)}
\]

\[
\omega_0 = \frac{1}{\sqrt{LC}} \quad \omega_1 = \frac{1}{ESRC} \quad \omega_2 = \frac{1}{R_{on} + ESR)\sqrt{LC}}
\]

where \( \omega_0 \) is the peak value of the sawtooth. We observe that the presence of \( L \) and \( C \) within the loop results in a complex pole pair, and the presence of ESR results in a zero.

The function of the error amplifier is to ensure high-loop gain for good regulation, and adequate phase margin for stability. The error amplifier exemplified in Fig. 11.44 has a pole frequency at the origin to ensure high dc gain, two zero frequencies at \( \omega_1 \) and \( \omega_2 \) to provide phase lead in the vicinity of the crossover frequency, and two

\[
11.44
\]

**FIGURE 11.42**
Voltage-mode control, and typical waveforms.

**FIGURE 11.43**
Equivalent circuit of a buck regulator operating in CCM with voltage-mode control.
pole frequencies at \( \omega_0 \) and \( \omega_1 \) to filter out switching noise. Its ac transfer function is (see Problem 11.37)

\[
H_{\text{EA}} = \frac{V_c}{V_o} = \frac{(1 + j\omega_0/\omega_1)(1 + j\omega_2/\omega_1)}{(j\omega_0/\omega_1)(1 + j\omega_2/\omega_1)(1 + j\omega_3/\omega_1)}
\] (11.53)

The circuit is implemented with \( C_2 \gg C_1 \) and \( R_3 \ll R_2 \), in which case its characteristic frequencies simplify as

\[
\omega_0 = \frac{1}{R_4 C_2}, \quad \omega_1 = \frac{1}{R_2 C_3}, \quad \omega_2 = \frac{1}{R_3 C_3}, \quad \omega_3 = \frac{1}{R_4 C_1}, \quad \omega_4 = \frac{1}{R_2 C_2} \] (11.54)

The overall loop gain is \( T = -H_{\text{EA}} H_{\text{CO}} \). For a fast response, the crossover frequency \( f_c \) should be specified as high as possible, a common choice being \( f_c = f_s/5 \). As we know, the output-shunt feedback action of the regulator will result in a low output impedance only over the frequency range of substantial loop gain. Past \( f_c \), the output impedance reduces to that of the capacitor in parallel with the coil.

**EXAMPLE 11.21.** Specify suitable components in the error amplifier of Fig. 11.44 for a CCM buck regulator with \( V_I = 12 \text{ V}, I_S = 100 \text{ kHz}, V_{\text{IN}} = 1 \text{ V}, L = 100 \mu\text{H}, C = 300 \mu\text{F}, \text{ESR} = 0.05 \Omega, \text{ and } R_{\text{IN}} = 5 \text{ ESR} \).

**Solution.** We readily find that \( H_{\text{CO}} \) has a dc gain of 12 V/V, \( f_c = 920 \text{ Hz} \), \( f_s = 10.6 \text{ kHz} \), and \( Q = 11.5 \). Moreover, let \( f_c = 100/5 = 20 \text{ kHz} \).

A common design strategy\(^7\) is to make the loop gain \( T \) roll off with an average slope of \(-20 \text{ dB/dec} \) up to \( f_s \). This requires imposing that the zeros of the error amplifier satisfy \( \omega_0 = \omega_1 = \omega_2 \), and the first pole satisfy \( \omega_3 = f_s \); moreover, to maintain a good phase margin, we position the second pole at \( f_a = 2f_s \).

To fully specify \( H_{\text{EA}} \) we need one additional parameter, namely, the unity-gain frequency \( f_u \) associated with the pole at the origin. Calculating \( |H_{\text{CO}}(f_u)| = 1/18.5 \text{ V/V} \) indicates that we need \( |H_{\text{EA}}(f_u)| = 18.5 \text{ V/V} \) in order to make \( |T| = 1 \text{ V/V} \) at the specified crossover frequency. Applying Eq. (8.10) twice, we find \( f_u = 1.47 \text{ kHz} \). Then, using Eq. (11.54) and arbitrarily imposing \( R_2 = 10 \text{ k}\Omega \), we find \( R_3 = 867 \text{ \Omega}, R_4 = 16.0 \text{ \Omega}, C_1 = 240 \text{ \mu F}, C_2 = 10.8 \text{ \mu F}, \) and \( C_3 = 17.3 \text{ \mu F} \), all of which can readily be changed to the nearest standard values. Moreover, \( R_4 = R_1/(V_o/V_{\text{IN}} - 1) \).

The results of a PSpice simulation, shown in Fig. 11.45, reveal the actual values \( f_c \approx 18 \text{ kHz} \) and \( \Phi_m \approx 60^\circ \).

**FIGURE 11.44**
Error amplifier for the buck regulator of Fig. 11.43.

We observe that while \( f_c \) is known within the tolerances of \( L \) and \( C \), \( f_s \) is less predictable because ESR varies with capacitor technology, temperature, and aging. Moreover, Eq. (11.51) reveals that gain depends on \( V_I \), indicating that an increase in \( V_I \) will increase \( f_s \), possibly upsetting \( \Phi_m \). An obvious remedy is to make \( V_{\text{IN}} \) proportional to \( V_I \) to ensure a constant ratio between the two. In general, it can be said that the roots of \( H_{\text{CO}} \) tend to be affected both by the input and by the load, and that they change dramatically as the operating mode changes from CCM to DCM.\(^12\) Clearly, the subject of stability in switching regulators can be a complex one, often requiring cut-and-try techniques for an optimal solution.\(^13\)

**Current-Mode Control**

Current-mode control\(^17\) exemplified in Fig. 11.46 for a boost regulator operating in CCM, uses the oscillator only to turn on the switch. A small series resistance \( R_s \) senses the coil current, and the switch is turned off when this current reaches a peak controlled by the error-amplifier output \( V_c \). (Peak current control would be a more accurate designation.) In spite of its name, this scheme uses current as well as voltage information, as confirmed by the existence of an inner feedback loop due to current sampling by \( R_1 \), and an outer feedback loop due to voltage sampling by \( R_1 \) and \( R_2 \).
Compared to voltage-mode control, which emphasizes control of the coil voltage and thus results in a current response lagging by 90°, current-mode control acts on the coil current directly, effectively eliminating the pole due to the coil. The advantages of current-mode control are thus a faster response to line and load variations, along with simplified frequency-compensation requirements (see Problem 11.38); furthermore, overload current protection is inherently provided on a pulse-by-pulse basis.

The LT1070 Monolithic Switching Regulator

Figure 11.47 shows the block diagram of a well-documented monolithic regulator, the LT1070 (Linear Technology). The circuit operates at \( f_s = 40 \, \text{kHz} \) (\( f_s = 100 \, \text{kHz} \) in the LT1170 version) and uses current-mode control. The switch is an npn BJT with suitable antiasuraltion ciruitry to minimize charge-storage effects and thus reduce switching losses. The switch control is sensed by a 20-mΩ series resistance. The error amplifier is a transconductance amplifier (voltage in, current out) with typical transconductance gain \( g_m = 4.4 \, \text{mA/V} \). Its voltage gain is set by an external frequency-compensation network \( Z_c \), as \( H_{\text{EA}} \approx g_m Z_c \). All internal circuitry is powered from an on-chip 2.3-V LDO regulator, which allows the LT1070 to operate over the range \( 3 \, \text{V} \leq V_T \leq 60 \, \text{V} \).

Besides including the various protections discussed in Section 11.4, switching regulators are equipped with provisions to avoid excessive current surges at power turn-on. Referred to as soft start, this provision is implemented by limiting the duty cycle \( D \) as the regulator builds up its output from zero. In the LT1070, soft start is provided by the capacitor of the external frequency-compensation network.

\[
V_D = \left(1 + \frac{R_2}{R_1}\right) V_{\text{REF}} \quad (11.55)
\]

where \( V_{\text{REF}} = 1.24 \, \text{V} \) is an internally generated bandgap reference voltage. The

\[
V_{\text{OP}} = (12 \, \text{V}, 1 \, \text{A})
\]

The LT1070 as a boost regulator. (Courtesy of Linear Technology.)
**RC** network associated with the node labeled $V_C$ is the frequency-compensation network recommended in the data sheets. The diode is a Schottky type, such as the IN5822 (Motorola).

The output ripple can be reduced further by breaking the circuit at point $Y$ and inserting an LC filter consisting of a series 10-μH inductor and a shunt 100-μF capacitor. Unlike the other topologies, the boost regulator is not short-circuit protected because of the diode connecting the input to the output; this also causes inrush current at power turn-on. A simple protection can be provided by breaking the wire at point $X$ and inserting a fuse.

Figure 11.49 shows a widely used method of creating multiple outputs using just one switching regulator. The circuit is based on a popular variant of the buck-boost topology known as the flyback topology because it uses coupled inductors to transfer energy from input to output. As illustrated in detail in Fig. 11.50 for the case of just two coupled coils operating in CCM, when the switch closes, energy builds up in the core due to the increasing current in its primary winding; the polarity of the secondary winding is chosen so that the diode is reverse biased during this time. When the switch opens, the voltage across each winding reverses, as in the single-coil case; this forward biases the diode, causing the stored energy to be transferred to the output via the secondary winding.

In practical coupled coils not all stored energy is coupled to the secondary winding(s); the fraction left in the primary winding leakage inductance $LL$ causes a positive voltage spike across the switch as the latter is opened. To prevent damage to the base-collector junction of the BJT, a voltage clamp is used, consisting of a Zener diode and a rectifier diode, as shown. This clamp provides a current path for the leakage inductance spike, and once the corresponding energy has been fully dissipated in the clamp, the switch voltage settles to its normal flyback value, which is $V_{SW} = V_I + V_O/N$, $N$ being the turns ratio.

Energy transfer can be optimized by suitable choice of the turn ratios of the coils. Moreover, the coupled-coil structure allows for multiple as well as isolated outputs, if desired. In the example of Fig. 11.49, regulation is provided only for the 5-V output, and isolation only for the ±12-V outputs. The ±12-V outputs are scaled to the 5-V output by suitable choice of the turns ratios, and the extent to which they will track the regulated output, also referred to as cross regulation, depends on how tight the magnetic coupling of the windings is. If needed, they can be regulated further with the help of individual LDO regulators. Moreover, if isolation is required also for the 5-V output, the feedback signal can be obtained via suitable optocoupler circuitry.

Using the aforementioned SwitcherCAD program, one can find the coil values required for a given set of specifications, such as $V_{O1} = 5$ V at 3 A, and $V_{O2,3} = ±12$ V at 0.5 A with $V_I = 12$ V.

### PROBLEMS

#### 11.1 Performance specifications

11.1 An unregulated voltage $V_I = (26 ± 2)$ V is applied to a shunt regulator consisting of a series 200-Ω resistor and an 18-V, 20-Ω shunt diode. The output of this
regulator is then fed to a second regulator consisting of a 300-Ω series resistor and a 12-V, 10-Ω shunt diode to achieve an even better regulated voltage $V_o$ for a load $R_L$. Sketch the circuit; then, find its line and load regulation and the minimum $R_L$ allowed.

11.2 Using a 6.2-V Zener diode and a 741 op amp, design a negative self-biased reference that accepts an unregulated negative voltage $V_i$ and gives a regulated output $V_o$ adjustable from $-10$ V to $-15$ V by means of a 10-kΩ pot. What are the permissible ranges for $V_i$ and $I_o$?

11.3 At $I_Z = 7.5$ mA the 1N827 thermally compensated Zener diode gives $V_Z = 6.2$ V ± 5% and $TC(V_Z) = 10$ ppm/°C. (a) Using this diode, along with an op amp having $TC(V_{os}) = 6$ ppm/°C, design a 10.0-V self-regulated reference with provision for the exact adjustment of $V_{os}$. (b) Estimate the worst-case change in $V_o$ for a temperature variation of 0 °C to 70 °C.

11.4 Consider the circuit obtained from the self-regulated reference of Fig. 11.4 by lifting the left terminals of $R_1$ and $D_1$ off ground, connecting them together, and then returning the resulting common node to ground via a variable resistance $R$. (a) Show that this modification allows us to vary $V_o$ without altering the diode current. (b) Obtain a relationship between $V_o$ and $V_Z$.

11.5 (a) Assuming matched BJTs in the alternative bandgap cell of Fig. P11.5, show that $V_{REF} = V_{BE1} + K V_T$, $K = (R_1/R_3) \ln(I_{C1}/I_{C3})$. (b) Assuming $I_3 = 25^\circ C = 5 \times 10^{-15}$ A for both BJTs, specify suitable components for $TC(V_{REF}) = 0$ at 25 °C.

11.6 The alternative bandgap reference of Fig. P11.6 is known as the Widlar bandgap cell for its inventor. (a) Assuming matched BJTs with negligible base currents, show that $V_{REF} = V_{BE1} + K V_T$, $K = (R_1/R_3) \ln(I_{C1}/I_{C3})$. (b) Specify suitable components for $TC(V_{REF}) = 0$ at 25 °C if $I_3 = 25^\circ C = 2 \times 10^{-15}$ A for all BJTs, $I_{C1} = I_{C3} = 0.2$ mA, and $I_{C2} = I_{C1}/5$.

11.7 Using the REF101 10-V reference of Fig. 11.6a and an external op amp, but no additional components, design a circuit that gives $+10$ V and $-10$ V, and is powered from ±15-V supplies; (b) +10 V and +5 V, and is powered from a single 15-V supply; (c) +5 V and −5 V, and is powered from ±9-V supplies; (d) +10 V and +20 V, and is powered from a single 24-V supply.

11.8 The LT1029 is a 5-V reference diode that operates with any current between 0.6 mA and 10 mA, and has a maximum $TC$ of 20 ppm/°C. Using the LT1029 and a JFET-input op amp with $TC(V_{os}) = 6$ ppm/°C, design ±2.5-V split references and estimate their worst-case thermal drifts. Assume ±5-V power supplies.

11.9 (a) Using the REF101 10-V reference of Fig. 11.6a and an external JFET-input op amp, but no additional components, design a 1-mA current source. (b) Assuming ±15-V supplies and $TC(V_{os}) = 1$ μV/°C, use the data of Fig. 11.7 to estimate the voltage compliance and the worst-case TC of your source. (c) Find the range of variability of the source if the optional voltage trim connection of Fig. 11.6a is used.

11.10 Assuming ±15-V supplies and using an LM385 2.5-V diode with a bias current of 100 μA as a voltage reference, design a current generator whose output is variable over the range $-1 \mu A \leq I_o \leq 1 \mu A$ by means of a 10-kΩ pot.

11.11 The LM110 (National Semiconductor) consists of two op amps and a 200-mV reference internally connected as in Fig. P11.11. The op amps have rail-to-rail output swing capability, and the device draws a maximum quiescent current of 0.5 mA from a supply voltage anywhere between 1.1 V and 40 V. The LM110C version has $TC(V_{REF}) = 0.003$ %/°C, $TC(V_{os}) = 5$ μV/°C, line regulation = 0.0001 %/V, and $CMRR_{BP} = \infty$. 

![FIGURE P11.4](image-url)
PSRR \text{ref} \approx 90 \text{ dB.} \ (a) \ Using \ the \ LM10C, \ design \ a \ voltage \ reference \ continuously \ variable \ from \ 0 \ to \ 10 \text{ V} \ by \ means \ of \ a \ 10\text{-k}\Omega \ \text{pot.} \ (b) \ Find \ the \ worst-case \ thermal \ drift \ and \ line \ regulation \ of \ your \ circuit.

11.17 Using the LM10 of Problem 11.11 and two npn BJTs, design a 100-mA overload-protected voltage regulator whose output can be varied from 0 to 15 V by means of a 10-k\Omega \ \text{pot.} \ Show \ how \ you \ power \ your \ circuit, \ and \ estimate \ the \ lowest \ permissible \ supply \ voltage.

11.18 Figure P11.18 shows a high-voltage regulator based on the LM10 of Problem 11.11. Since the LM10 is powered by three \text{V}_{\text{BE}} \ \text{drops, the high-voltage capabilities of the circuit are limited only by the external components.} \ (a) \ Analyze \ the \ circuit \ and \ find \ \text{V}_{\text{O}} \ \text{in terms of } \text{V}_{\text{BE}}. \ (b) \ Specify \ \text{R}_1 \ \text{and } \text{R}_2 \ \text{for } \text{V}_{\text{O}} = 100 \text{ V.} \ (c) \ Assuming \ typical \ BJT \ parameters, \ estimate \ \text{V}_{\text{BE}} \ \text{for } \text{I}_B = 1 \text{ A.}

11.19 The LM338 is a 1.2-V, 5-A, adjustable regulator having \text{V}_{\text{EO}} = 2.5 \text{ V, a maximum input-output differential voltage of } 35 \text{ V, and an adjustment-pin current of } 45 \mu\text{A. Using the LM338, design a 5-A regulator whose output can be varied from 0 \text{ V to } 5 \text{ V via a 10-k}\Omega \ \text{pot.} \ \text{What are the power-supply requirements of your circuit?}

11.20 Using the LM1029 reference diode of Problem 11.8 and the LM338 voltage regulator of Problem 11.19, design a minimum-component circuit for the simultaneous generation of a 5-V reference voltage and a 15-V, 5-A supply voltage. What is the permissible unregulated input voltage range of your circuit?

11.21 In Fig. 11.29a let the common terminal of the regulator be connected directly to the node shared by \text{R}_1 \ \text{and } \text{R}_2, \ \text{to save the op amp.} \ \text{Assuming a } \mu\text{A7805 5-V regulator, whose specifications are given in Fig. 11.24, find suitable resistances for } \text{V}_{\text{O}} = 12 \text{ V, then find the permissible range for } \text{V}_{\text{CE}}, \ \text{as well as the load and line regulation.}

11.22 In the circuit of Fig. 11.26b let \text{V}_{\text{O}} = 25 \text{ V and } \text{R}_1 = 2.5 \text{ } \Omega, \ \text{and let } \text{R}_2 \ \text{be an arbitrary load.} \ \text{Find the Norton equivalent of the circuit seen by the load, along with its voltage compliance, given the following LM317 specifications: } \text{V}_{\text{EO}} = 2 \text{ V, line compliance } = 90 \text{ mV/\text{V.}}
regulation = 0.07%/V maximum, and ΔIAE(D) = 5 μA maximum for 2.5 V ≤ (Vf − V0) ≤ 40 V.

11.24 The LT337 is a ±125-V, 1.5-A, adjustable negative regulator with ΔVEF/Δ(Vf − V0) = 0.03%/V maximum, and ΔIAE(D)/Δ(Vf − V0) = 0.135 μA/V maximum. Using this device, design a 500-mA current sink; next, find its Norton equivalent.

11.25 Using an LM317 1.25-V, adjustable positive regulator, and an LM337 –125-V, adjustable negative regulator, design a dual-tracking bench power supply whose outputs are adjustable from ±1.25 V to ±20 V by means of a single 10-kΩ pot. See Problems 11.23 and 11.24 for the specifications of these regulators.

11.26 (a) Find the maximum allowable operating ambient temperature if T(ambient) = 190 °C, P(thermal) = 1 W, and hTA = 60 °CW. (b) Find θA for a 5-V regulator with T(ambient) = 25 °C to deliver 1 A at Vf = 10 V and Tj = 50 °C. Can a μA7805 operating in free air do it?

11.27 In the circuit of Fig. 11.29b the pot is replaced by the series combination of a 2-kΩ resistance between the inverting amplifier’s output and the regulator’s output, and an 18-kΩ resistance between the inverting input and the regulator’s common. Assuming ±15-V supplies, R = 1.00 Ω, and a μA7805 regulator in the TO-220 package, specify a heatsink for operation all the way down to a load voltage of 0 V with T(ambient) = 60 °C.

11.28 Using the L101 of Problem 11.11 and a 1.5-V, 2-mA LED, design an indicator circuit that monitors its own power supply and turns off the LED whenever its supply drops below 4.75 V.

11.29 Specify components in the circuit of Fig. 11.35a to provide OV protection when VEC tries to rise above 6.5 V, and issue a PFAIL command when the 120-V (rms), 60-Hz ac line tries to drop below 80% of its nominal value.

11.6 Switching regulators

11.30 The switched coil of Fig. 11.37r bears some similarity to the switched capacitor of Fig. 4.23u. (a) Assuming VEXT = Vf = 0, compare the two arrangements and point out similarities as well as fundamental differences. (b) Assuming the coil current waveform, show that the power transferred by the coil from Vf to V0 is P = fS Weff = L1 ΔI1, where Weff = L1 ΔI1 is the energy packet transferred during each cycle.

11.31 (a) Derive Eq. (11.42). Then, assuming I0 = 1 A and ΔI1 = 0.2 A, estimate I0 as well as the minimum value of fS for continuous operation. For the case of (b) a buck regulator with Vf = 12 V and V0 = 5 V, (c) a boost regulator with Vf = 5 V and V0 = 12 V, and (d) an inverting regulator with Vf = 5 V and V0 = –15 V.

11.32 An inverting regulator with 5 V ≤ Vf ≤ 10 V to deliver V0 = –12 V at a full load of 1 A. Assuming continuous operation with VEXT = Vf = 0.5 V, find the required range for D, as well as the maximum value of I0.

11.33 A buck boost regulator is powered from ±15 V and operates at 150 kHz. Specify L, C, and ESR for Vf = ±15 V; VEXT,max = 150 mV, and continuous-mode operation over the range 0.2 A ≤ I0 ≤ 1 A.

11.34 A buck regulator has Vf = 20 V, V0 = 5 V, fS = 100 kHz, L = 50 μH, and C = 500 μF. Assuming VEXT = Vf = 0 and ESR = 0, sketch and label the current, voltage, and current block diagram of the circuit. Specify a heatsink for operation all the way down to a load voltage of 0 V with T(ambient) = 60 °C.

11.35 Discuss how η in the regulator of Example 11.20 is affected by (a) doubling Vf, and (b) doubling fS.

11.7 Monostable switching regulators

11.36 Find the control-to-output transfer function of the circuit of Fig. 11.43; next, verify that if Roff and ESR are much smaller than the load R, and the gain-setting network R, and R, then Eqs. (11.51) and (11.52) result. Hint: Considering that Vf/VT = D and D = Vf/VT, the gain of the Mod block is obtained by differentiating Vf with respect to VT and letting V1 = VT.

11.37 In the error amplifier of Fig. 11.44c, R1 and R2 set the value of the feedback factor; however, for small-signal analysis purposes, VEXT is set to zero, and R1 has thus no effect. Assuming ideal op amp, obtain expressions for δV through δV0; then verify that for Ri ≪ R1 and C1 ≫ C1 they simplify as in Eq. (11.54).

11.38 Assuming εR = 4.4 mA/V, Rg = 180 kΩ, and Cm = 3 μF in the transconductance-type error amplifier of the LT1070, find the voltage gain H(f) when the amplifier is terminated on the frequency-compensation network shown in Fig. 11.48. Next, sketch its Bode plots, and comment on your results.
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In their natural state, information-carrying variables—such as voltage, current, charge, temperature, and pressure—are in analog form. However, for processing, transmission, and storage purposes, it is often more convenient to represent information in digital form. Consider, for instance, an op amp circuit that is required to put out a signal \( v \) in the range of 0 V to 1 V with an accuracy of 1 mV, or 0.1%. Given the effects of component nonidealities, drift, aging, noise, and imperfect wires and interconnections, even an accuracy requirement this moderate may be difficult to meet.

The demands on circuit performance can be relaxed significantly if information is represented in digital form. For instance, in decimal form, which is the most familiar form to humans, the above signal would be expressed as \( v = 0.d_1 d_2 \ldots d_n \), where \( d_1, d_2, \ldots, d_n \) are decimal digits between 0 and 9. For a 1-mV resolution over the range 0.000 V \( \leq v < 0.999 \) V, three such digits are needed. This, in turn, requires three separate circuits to hold the individual digit values; however, the performance requirements are now much more relaxed because each digit-circuit needs to resolve only 10 voltage levels instead of 1000. Individual accuracies of \( \pm 5\% \) are sufficient for this task.

Expressing signals digitally, while easing one problem, creates another, namely, the need to convert from analog to digital (A-D) and from digital to analog (D-A).
For instance, a decimal D-A converter for our example would have to determine the values of \( d_1, d_2, \) and \( d_3 \) as provided by the corresponding circuits (an easy task), and then synthesize the analog signal \( v = d_1 \times 10^{-1} + d_2 \times 10^{-2} + d_3 \times 10^{-3} \) with a 1-mV accuracy (an inherently difficult task).

Though convenient for humans, decimal representation does not relax circuit performance requirements to the maximum extent. Rather, this is done by allowing digits to take on just two values, namely, 0 and 1. If we represent these values with sufficiently different voltages, such as 0 V and 5 V, then even the crudest circuit will be able to resolve them. Binary digits, or bits, form the basis of digital systems precisely because of this. Bits are held and manipulated by binary circuits such as switches, logic gates, and flip-flops.

Figure 12.1 depicts the most general context within which A-D and D-A conversion is used. An analog input signal, after suitable conditioning, is A-D converted to be processed or perhaps just transmitted or recorded in digital form by the digital signal processor (DSP) block. Once processed, received, or retrieved, it is D-A converted to be reused in analog form, possibly after additional output conditioning.

The A-D converter (ADC) is operated at a rate of \( f_s \) samples per second. To avoid any aliasing phenomena, the analog input must be band-limited so that its highest frequency component is less than \( f_s/2 \); antialiasing filters were addressed in Chapter 4. ADCs usually require that the input be held constant during the conversion process, indicating that the ADC must be preceded by an SHA to freeze the band-limited signal just prior to each conversion; SHAs were addressed in Chapter 9. The D-A converter (DAC) is usually operated at the same rate \( f_s \) as the ADC and, if the application demands so, it is equipped with appropriate circuitry to remove any output glitches arising in connection with input code changes. The resulting staircase-like signal is finally passed through a smoothing filter to ease the effects of quantization noise.

The scheme of Fig. 12.1 is found, either in full or in part, in countless applications. Digital signal processing (DSP), direct digital control (DDC), digital audio mixing, recording and playback, pulse-code modulation (PCM) communication, data acquisition, computer music and video synthesis, and digital-multi meter instrumentation are only some examples.

This chapter, after introducing converter terminology and performance parameters, discusses the most common D-A and A-D conversion techniques and applications, including \( \Sigma \Delta \) converters.

**12.1 PERFORMANCE SPECIFICATIONS**

A string of \( n \) bits, \( b_1b_2b_3 \ldots b_n \), forms an \( n \)-bit word. Bit \( b_1 \) is called the most significant bit (MSB) and bit \( b_n \) the least significant bit (LSB). The quantity

\[
D = b_12^{-1} + b_22^{-2} + b_32^{-3} + \cdots + b_n2^{-n}
\]

is called the fractional binary value. Depending on the bit pattern, \( D \) can assume \( 2^n \) equally spaced values from 0 to \( 1 - 2^{-n} \). The lower limit is reached when all bits are 0, the upper limit when all bits are 1, and the spacing between adjacent values is \( 2^{-n} \).

**D-A Converters (DACs)**

A DAC accepts an \( n \)-bit input word \( b_1b_2 \ldots b_n \) with fractional binary value \( D \), and produces an analog output proportional to \( D \). Figure 12.2a depicts a voltage-output DAC, for which we have

\[
v_o = K V_{REF} D = V_{FSR}(b_12^{-1} + b_22^{-2} + \cdots + b_n2^{-n})
\]

where \( K \) is a scale factor; \( V_{REF} \) is a reference voltage; \( b_k \) \((k = 1, 2, \ldots, n) \) is either 0 or 1, depending on the logic level at the corresponding input; \( V_{FSR} = K V_{REF} \) is the full-scale range. Frequently used values for \( V_{FSR} \) are 2.5 V, 5.0 V, and 10.0 V.

Though our discussion will focus on voltage-output DACs, the results are readily extended to current-output DACs, characterized by \( I_O = K V_{REF} D = I_{FSR} D \). A typical \( I_{FSR} \) value is 1.0 mA.

We observe that the DAC output is the result of multiplying the analog signal \( V_{REF} \) by the digital variable \( D \). A DAC that allows for \( V_{REF} \) to vary all the way down to zero is called a multiplying DAC (MDAC).

**FIGURE 12.2**

DAC diagram, and ideal transfer characteristic for \( n = 3 \) and \( V_{REF} = 1 \) V.
Depending on the input bit pattern, \( V_O \) can assume \( 2^n \) different values ranging from 0 to the full-scale value \( V_{FSY} = (1 - 2^{-n})V_{FSR} \). The MSB contribution to \( V_O \) is \( V_{FSR}/2 \), and the LSB contribution is \( V_{FSR}/2^n \). The latter is called the resolution, or simply the LSB. Note that \( V_{FSY} \) is always 1 LSB short of \( V_{FSR} \). The quantity \( DR = 20 \log_{10} 2^n \) is called the dynamic range of the DAC. Thus, a 12-bit DAC with \( V_{FSR} = 10.000 \) V has LSB = 2.44 mV, \( V_{FSY} = 9.9976 \) V, and \( DR = 72.25 \) dB.

Since there are only \( 2^n \) possible input codes, the transfer characteristic of a DAC is a set of points whose envelope is a straight line with end points at \( (b_1b_2...b_n, V_O) \) and \( (11...1, V_{FSY}) \). Figure 12.2b shows the characteristic of a DAC with \( n = 3 \) and \( V_{FSR} = 1.0 \) V. The graph consists of \( 2^3 = 8 \) bars ranging in height from 0 to \( V_{FSY} = 1/8 \) V with a resolution of 1 LSB = \( 1/8 \) V. If we drive a DAC with a uniformly clocked \( n \)-bit binary counter and observe \( V_O \) with the oscilloscope, the waveform will be a staircase. The higher \( n \), the finer the resolution and the closer the staircase to a continuous ramp. DACs are available in word lengths ranging from 6 bits to 20 bits or more. While DACs with 6, 8, 10, 12, and 14 bits are common and economical, DACs with \( n > 14 \) become progressively more expensive and require the utmost care to realize their full precision.

**DAC Specifications**

The internal circuitry of a DAC is subject to component mismatches, drift, aging, noise, and other sources of error, whose effect is to degrade conversion performance. The maximum deviation of the actual output from the ideal value predicted by Eq. (12.2) is called the absolute accuracy and is expressed in fractions of 1 LSB. Clearly, if an \( n \)-bit DAC is to retain its credibility down to its LSB, its absolute accuracy must never be worse than \( 1/2 \) LSB. DAC errors are classified as static and dynamic.

The simplest static errors are the offset error and the gain error depicted in Fig. 12.3. The offset error (+1 LSB in the example) is nulled by translating the actual envelope up or down until it goes through the origin, as in Fig. 12.3b. What

### Example 12.1

Find the INL and DNL of the 3-bit DAC of Fig. 12.4. Comment on your results.

**Solution.** By inspection, the individual-code integral and differential nonlinearities, in fractions of 1 LSB, are found to be

\[
\begin{align*}
\text{INL}_0 & : 0 \\
\text{INL}_1 & : 0 -1/2 1/2 -1/2 -1/2 0 \\
\text{INL}_2 & : 0 0 -1/2 1/2 -3/2 3/2 -1 1/2 \\
\text{DNL}_0 & : 0 0 -1/2 1 -3/2 3/2 -1 1/2 \\
\text{DNL}_1 & : 0 0 -1/2 1 -3/2 3/2 -1 1/2 \\
\text{DNL}_2 & : 0 0 -1/2 1 -3/2 3/2 -1 1/2
\end{align*}
\]

The maxima of INL and DNL are, respectively, INL = 1 LSB and DNL = \( 1 \frac{1}{2} \) LSB. We observe a nonmonotonicity as the code changes from 011 to 100, where the step size is \( -1/2 \) LSB instead of \( +1 \) LSB; hence, DNL\(_{100} = -1 \frac{1}{2} - (+1) = -1 \frac{3}{2} \) LSB < \(-1 \) LSB. The fact that DNL\(_{101} = \frac{1}{2} \) LSB > 1 LSB, though undesirable, does not cause nonmonotonicity.

**Remark.** Note that \( \text{INL}_4 = \sum_{i=0}^{4} \text{DNL}_i \). Can you provide an intuitive justification?
DAC performance changes with temperature, age, and power-supply variations; hence, all relevant performance parameters such as offset, gain, INL, and monotonicity must be specified over the full temperature and power-supply ranges.

The most important dynamic parameter is the setting time \( t_s \). This is the time it takes for the output to settle within a specified band (usually \( \pm \frac{1}{2} \) LSB) of its final value following a code change at the input (usually a full-scale change). Typically, \( t_s \) ranges from under 10 ns to over 10 \( \mu s \), depending on word length as well as circuit architecture and technology.

Another potential source of concern is the presence of output spikes in connection with major input-code transitions. Called glitches, these spikes are due to the internal circuitry's nonuniform response to input bit changes as well as poor synchronization of the bit changes themselves. For instance, if during the center-scale transition from 01...1 to 10...0 the MSB is perceived as going on before (or after) all other bits go off, the output will momentarily swing to full scale (or to zero), causing a positive-going (or negative-going) output spike, or glitch.

Glitches are of particular concern in CRT display applications. They can be minimized by synchronizing the input bit changes with a high-speed parallel latch register, or by processing the DAC output with a THA. The THA is switched to the asynchronous quantization mode Just prior to the code change, and is returned to the track mode after the DAC has recovered from the glitch and settled to its new level.

### A-D Converters (ADCs)

An ADC provides the inverse function of a DAC. As shown in Fig. 12.5a, it accepts an analog input \( v_I \) and produces an output word \( b_1b_2...b_n \) of fractional value \( D_O \) such that

\[
D_O = b_12^{-1} + b_22^{-2} + ... + b_n2^{-n} = \frac{v_I}{V_{REF}} = \frac{v_I}{V_{FSR}} \tag{12.3}
\]

Usually, an ADC includes two additional control pins: the START input, to tell the ADC when to start converting, and the EOC output, to announce when conversion is complete. The output code can be in either parallel or serial form. ADCs are often equipped with latches, control logic, and tristate buffers to facilitate microprocessor interfacing. ADCs intended for digital panel-meter applications are designed to drive LCD or LED displays directly.

The input to an ADC is often a transducer signal proportional to the transducer supply voltage \( V_S \), or \( v_I = \alpha V_S \) (a load cell is a typical example). In these cases it is convenient to use \( V_S \) also as the reference to the ADC, for then Eq. (12.3) simplifies as

\[
D_O = \alpha V_S / V_{REF} = \alpha/K \]

indicating a reference-independent conversion. Called ratio-metric conversion, this technique allows for highly accurate conversions using references of only modest quality.

Figure 12.5b, top, shows the ideal characteristic of a 3-bit ADC with \( V_{FSR} = 1.0 \) V. The conversion process partitions the analog input range into \( 2^n \) intervals called code ranges, and all values of \( v_I \) within a given code range are represented by the same code, namely, that corresponding to the midrange value. For example, code 011, corresponding to the midrange value \( v_I = \frac{1}{8} \) V, actually represents all inputs within the range \( \frac{1}{8} \pm \frac{1}{16} \) V. Due to the inability by the ADC to distinguish among different values within this range, the output code can be in error by as much as \( \pm \frac{1}{16} \) LSB. This uncertainty, called quantization error, or also quantization noise \( \epsilon_q \), is an inherent limitation of any digitization process. An obvious way to improve it is by increasing \( n \).

As shown in Fig. 12.5b, bottom, \( \epsilon_q \) is a sawtooth-like variable with a peak value of \( \frac{1}{2} \) LSB = \( \frac{V_{FSR}}{2^{n+1}} \). Its rms value is readily found to be \( E_q = (\frac{1}{2} \) LSB)/\( \sqrt{2} \) or

\[
E_q = \frac{V_{FSR}}{2^n \sqrt{2}} \tag{12.4}
\]

If \( v_I \) is a sinusoidal signal, the signal-to-noise ratio is maximized when \( v_I \) has a peak amplitude of \( V_{FSR}/2 \), or an rms value of \( (V_{FSR}/2)/\sqrt{2} \). Thus, \( \text{SNR}_{\text{max}} = 20 \log_{10}(V_{FSR}/2)/((V_{FSR}/2)/\sqrt{2}) \), or

\[
\text{SNR}_{\text{max}} = 6.02n + 1.76 \text{ dB} \tag{12.5}
\]

Increasing \( n \) by 1 cuts \( E_q \) in half and increases \( \text{SNR}_{\text{max}} \) by 6.02 dB.

### ADC Specifications

Similar to the case of DACs, ADC performance is characterized in terms of offset and gain errors, differential and integral nonlinearity, and stability. However, ADC
errors are defined in terms of the values of \( v_I \) at which code transitions occur. Ideally, these transitions occur at odd multiples of \( \frac{1}{2} \) LSB, as shown in Fig. 12.5b. In particular, the first transition (000 → 001) occurs at \( v_I = \frac{1}{2} \) LSB = \( \frac{1}{16} \) V, and the last (110 → 111) at \( v_I = \frac{1}{4} \) LSB = \( \frac{1}{16} \) V − \( \frac{1}{2} \) LSB = \( \frac{1}{32} \) V.

The offset error is the difference between the actual location of the first code transition and \( \frac{1}{2} \) LSB, and the gain error is the difference between the actual locations of the last and first transition, and the ideal separation of \( \frac{1}{2} \) LSB. Even after both errors have been nulled, the locations of the remaining code transitions are likely to deviate from their ideal values, as exemplified in Fig. 12.6.

The dotted curve, representing the locus of the midpoints of the actual code ranges, is called the code center line. Its maximum deviation from the straight line passing through the end points after the offset and gain errors have been nullled is called the integral nonlinearity (INL). Ideally, code transitions are 1 LSB apart. The maximum deviation from this ideal value is called the differential nonlinearity (DNL). If the DNL exceeds 1 LSB, some codes may be skipped at the output. Missing codes are undesirable in digital control, where they may lead to instability.

In the example shown, the INL error is maximized in connection with the 011 code range, where this error is \( \frac{1}{2} \) LSB. This range also maximizes the DNL error. The range width of 2 LSB indicates that DNL = \( (2 - 1) \) LSB = 1 LSB. Not surprisingly, there is a missing code. As you investigate INL and DNL errors, make sure you measure them along the horizontal (or the vertical) axis, not as geometric distances! As a check, you can use the relationship \( \text{INL}_{\text{ideal}} = \sum_{i=0}^{n} \text{DNL}_i \), which holds also for ADCs.

An A-D conversion takes a certain amount of time to complete. Called the conversion time, it typically ranges from less than 10 ns to tens of microseconds, depending on the conversion method, resolution, and technology.

A practical ADC will produce noise in excess of the theoretical quantization noise of Eq. (12.4). It will also introduce distortion due to transfer-characteristic nonlinearities. The effective number of bits is then

\[
\text{ENOB} = \frac{S/(N + D) - 1.76 \text{ dB}}{6.02}
\]

where \( S/(N + D) \) is the actual signal-to-noise-plus-distortion ratio, in decibels.

**EXAMPLE 12.2.** A 10-bit ADC with \( V_{\text{REF}} = 10.24 \) V is found to have \( S/(N + D) = 56 \) dB. Find \( E_{\text{IN}}, \text{SNR} \) and ENOB.

**Solution.** Using Eqs. (12.4) through (12.6) gives

\[
E_{\text{IN}} = 2.89 \text{ mV}, \quad \text{SNR} = 61.97 \text{ dB}
\]

and ENOB = 9.0 (I) indicating nine effective bits. In other words, the given 10-bit ADC yields the same performance as an ideal 9-bit ADC.

### 12.2 D-A CONVERSION TECHNIQUES

DACs are available in a variety of architectures and technologies. In this section, we examine the most common examples.

#### Weighted-Resistor DACs

Equation (12.2) indicates that the functions required to implement an \( n \)-bit DAC are \( n \) switches and \( n \) binary-weighted variables to synthesize the terms \( 2^{-k} \), \( k = 1, 2, \ldots, n \); moreover, we need an \( n \)-input summer, and a reference. The DAC of Fig. 12.7 uses an op amp to sum \( n \) binary-weighted currents derived from \( V_{\text{REF}} \) via the current-scaling resistances \( 2R, 4R, 8R, \ldots, 2^n R \). Whether the current \( i_k = V_{\text{REF}}/2^k R \) appears in the sum depends on whether the corresponding switch is closed (\( b_k = 1 \)) or open (\( b_k = 0 \)). Writing \( v_O = (-R_f/R)V_{\text{REF}}(b_12^{-1} + b_22^{-2} + \ldots + b_n2^{-n}) \)

(12.7)

indicating that \( K = -R_f/R \). The offset error is nulled by trimming \( V_{\text{REF}} \), and the gain error by adjusting \( R_f \). Since the switches are of the virtual-ground type, they can be implemented with p-channel JFETs in the manner of Fig. 9.37.
The conceptual simplicity of the weighted-resistor DAC is offset by two drawbacks, namely, the nonzero resistances of the switches, and a spread in the current-setting resistances that increases exponentially with \( n \). The effect of switch resistances is to disrupt the binary-weighted relationships of the currents, particularly in the most significant bit positions, where the current-setting resistances are smaller. These resistances can be made sufficiently large to swamp the switch resistances; however, this may result in unrealistically large resistances in the least significant positions. For instance, an 8-bit DAC requires resistances ranging from \( 2R \) to \( 256R \). The difficulty in ensuring accurate ratios over a range this wide, especially in monolithic form, restricts the practicality of resistor-weighted DACs below 6 bits.

**Weighted-Capacitor DACs**

Complex MOS ICs such as CODECs and microcomputers require on-chip data conversion capabilities using only MOSFETs and capacitors, which are the natural components of this technology. The DAC of Fig. 12.8 can be viewed as the switched-capacitor counterpart of the weighted-resistor DAC just discussed. Its heart is an array of binary-weighted capacitances plus a terminating capacitance equal in value to the LSB capacitance. Circuit operation alternates between two cycles called the reset and sample cycles.

During the reset cycle, shown in the figure, all switches are connected to ground to completely discharge all capacitors. During the sample cycle, \( SW_0 \) is opened while each of the remaining switches is either left at ground or connected to \( V_{REF} \), depending on whether the corresponding input bit is 0 or 1, respectively. This results in a redistribution of charge whose effect is to yield a code-dependent output.

Using elementary capacitor-divider principles, we readily find \( V_O = V_{REF} \frac{C_I}{C_T} \), where \( C_I \) represents the sum of all capacitances connected to \( V_{REF} \), and \( C_T \) the total capacitance of the array. We can write \( C_I = b_1C + b_2C/2 + \cdots + b_nC/2^{n-1} \);

moreover, \( C_I = C + C/2 + \cdots + C/2^{n-1} + C/2^{n-1} = 2C \). Substituting gives

\[
V_O = V_{REF}(b_12^{-1} + b_22^{-2} + \cdots + b_n2^{-n})
\]  

indicating that the sample cycle provides an \( n \)-bit D-A conversion with \( V_{FSR} = V_{REF} \).

By the artifice of switching the bottom plates, as shown, the bottom-plate parasitic capacitances are connected either to ground or to \( V_{REF} \), without affecting charge distribution in the active capacitances. Since MOS capacitance ratios are easily controlled to 0.1% accuracies, the weighted-capacitor scheme is suitable for \( n \leq 10 \). As with weighted-resistor DACs, the main drawback of this scheme is an exponentially increasing capacitance spread.

**Potentiometric DACs**

It is not difficult to imagine the impact that component mismatches in the most significant bit positions of the previous DACs may have on differential nonlinearity and monotonicity. A potentiometric DAC achieves inherent monotonicity by using a string of \( 2^n \) resistors to partition \( V_{REF} \) into \( 2^n \) identical intervals. As depicted in Fig. 12.9 for \( n = 3 \), a binary tree of switches then selects the tap corresponding to the given input code and connects it to a high-input-impedance amplifier with gain \( K = 1 + R_2/R_1 \).

No matter how mismatched the resistors, \( V_O \) will always increase as the amplifier is switched from one tap to the next, up the ladder, hence the inherent monotonicity. Another advantage is that if the top and bottom nodes of the resistive string are
biased at some arbitrary voltages \( V_H \) and \( V_L \), the DAC will interpolate between \( V_L \) and \( V_H \) with a resolution of \( 2^n \) steps. However, the large number of resistors \( 2^n \) and switches \( 2^{n+1} - 2 \) requires practical potentiometric DACs to \( n \leq 8 \), even though the switches can be fabricated very efficiently in MOS technology.

**R-2R Ladders**

Most DAC architectures are based on the popular R-2R ladder depicted in Fig. 12.10. Starting from the right and working toward the left, one can readily prove that the equivalent resistance to the right of each labeled node equals \( 2R \). Consequently, the current flowing downward, away from each node, is equal to the current flowing toward the right; moreover, twice this current enters the node from the left. The currents and, hence, the node voltages are binary-weighted,

\[
I_k = \frac{1}{2} I_{k+1} = \frac{1}{2} V_k
\]

\( k = 1, 2, \ldots, n-1 \), (that the rightmost \( 2R \) resistance serves a purely terminating function.)

**Current-Mode R-2R Ladder**

The architecture of Fig. 12.11 derives its name from the fact that it operates on the ladder currents. These currents are \( I_1 = V_{REF}/2R = (V_{REF}/R)2^{-1}, I_2 = (V_{REF}/2)/2R = (V_{REF}/R)2^{-2}, \ldots, I_n = (V_{REF}/R)2^{-n} \), and they are diverted either to the ground bus \( (i_O) \) or to the virtual-ground bus \( (i_O) \). Using bit \( b_k \) to identify the status of \( SW_k \), and letting \( v_O = -Rf_O \) gives

\[
v_O = -(Rf/O) V_{REF}(b_1 2^{-1} + b_2 2^{-2} + \cdots + b_n 2^{-n})
\]

indicating that \( K = -Rf/O \). Since \( i_O + i_O = (1 - 2^{-n}) V_{REF}/R \) regardless of the input code, \( i_O \) is said to be *complementary* to \( i_O \). An important advantage of the

**Voltage-Mode R-2R Ladder**

In the alternative mode of Fig. 12.12, the \( 2R \) resistances are switched between \( V_L \) and \( V_H \), and the output is obtained from the leftmost ladder node. As the input code
is sequenced through all possible states from 0...0 to 1...1, the voltage of this node changes in steps of $2^{-n}(V_H - V_L)$ from $V_L$ to $V_H - 2^{-n}(V_H - V_L)$. Buffering it with an amplifier results in the scale factor $K = 1 + R_2 / R_1$. The advantage of this scheme is that it allows us to interpolate between any two voltages, neither of which need necessarily be zero.

**Bipolar DACs**

In the architecture exemplified in Fig. 12.13 for $n = 4$, the R-2R ladder is used to provide the current bias for $n$ binary-weighted BJT current sinks; $n$ nonsaturating BJT switches then provide fast current steering, typically in the range of nanoseconds. The current sinks are $Q_1$ through $Q_4$, with $Q_4$ providing a terminating function. We observe that for the ladder to work properly, the upper nodes of the $2R$ resistances must be equipotential. The voltages at these nodes are set by the emitters of the current sinks. Since the corresponding currents are in 2:1 ratios, the emitter areas must be scaled accordingly as $1A_E$, $2A_E$, $4A_E$, and $8A_E$ to ensure identical $V_{BE}$ drops and, hence, equipotential emitters.
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**Figure 12.14**

High-speed current switch.

The switches. The circuit works as follows: by op amp action, $i_{C9} = V_{REF}/R_r$. Using the BJT relationship $i_C = ai_E$ and assuming the same $a$ throughout, we have $i_{E0} = i_{C9}/a = i_{E0}/a = (V_{REF}/R_r)/a^2$. By ladder action, the emitter current of the $k$th sink is $i_{E0} = i_{E0}2^{-k}$, indicating the disappearance of base current errors. Summing the various currents on the $i_0$ bus gives

$$i_0 = i_{REF}(b_12^{-1} + b_22^{-2} + b_32^{-3} + b_42^{-4})$$

where $i_{REF} = V_{REF}/R_r$.

Figure 12.15 shows the two most common ways of converting $i_0$ to a voltage. The purely resistive termination of Fig. 12.15a, giving $v_0 = -R_EL_iO$, realizes the

![Figure 12.15](image)

**Figure 12.15**

Bipolar DAC output conditioning.
full-speed capability of the DAC as long as $R_L$ is sufficiently small to render the effect of the stray output capacitance of the DAC negligible. The output swing is in this case limited by the voltage compliance of the DAC, as given in the data sheets. The op amp converter of Fig. 12.15b gives $v_O = R_{II}i_O$ with a low output impedance, but at the price of a degradation in dynamics as well as the extra cost of the op amp. The overall settling time $t_s$ can be estimated from the individual settling times of the DAC and the op amp as

$$t_s = \sqrt{t_{s(DAC)}^2 + t_{s(OA)}^2} \quad (12.12)$$

The purpose of $C_f$ is to stabilize the op amp against the stray output capacitance of the DAC. Suitable op amps for this application are either high-SR, fast-settling JFET-input types, or CFA types.

Master-Slave DACs

The resolution of the basic structure of Fig. 12.13 can, in principle, be increased by using additional current sinks; however, maintaining ratioed emitter areas soon leads to extravagant BJT geometries. The architecture of Fig. 12.16 eases the geometry requirements by combining two DACs of the type just discussed in a master-slave configuration in which the current of the terminating BJT $Q_4t$ of the master DAC is used to bias the slave DAC. This current, representing 1 LSB of the master DAC, is partitioned by the slave DAC into four additional binary-weighted currents, with $Q_8t$ now providing the required termination. The result is an 8-bit DAC with $I_{REF} = V_{REF}/R$, and a resolution of $I_{REF}/2^8$. Popular master-slave DACs are the DAC-08 (8-bit) and the DAC-10 (10-bit) (Analog Devices), both of which settle within $\pm 1/2$ LSB in 85 ns (typical) and provide output voltage compliance down to $-10$ V.

Current-Driven $R-2R$ Ladder

The problems stemming from emitter area scaling are eliminated altogether by using equal-value current sinks and exploiting the current-scaling capability of the $R-2R$ ladder to obtain binary-weighted contributions to the output. Though Fig. 12.17 shows a 4-bit example, the principle is readily extended to higher values of $n$. One can readily show (see Problem 12.8) that the ladder admits a Norton equivalent with $R_c = R$ and $v_O = (2V_{REF}/R)\left(b_12^{-1} + b_22^{-2} + b_32^{-3} + b_42^{-4}\right)$; to reduce cluttering, $b_1$ through $b_4$ have been omitted.

The use of suitably small ladder resistances ($\leq 1$ kΩ) minimizes the effect of parasitic capacitances, allowing $v_O$ to settle very rapidly. If the output is left floating, the DAC will give $v_O = -R_{II} = (-2R/R_c)I_{REF}D_I$ with $R_o = R$. Alternatively, if zero output impedance is desired, an $I-V$ converter op amp can be used, but at the price of a longer settling time as per Eq. (12.12).
Figure 12.18 illustrates the segmentation technique utilized by the AD7846 16-bit DAC (Analog Devices). The four MS input bits are decoded to select, via switches \( SW_0 \) through \( SW_{15} \), one of sixteen voltage segments available along the resistor string. The selected segment is then buffered by the voltage followers and used as a reference voltage of nominal value \( V_{REF}/16 \) to drive a 12-bit voltage-mode \( R-2R \)

Voltage-Mode Segmentation

The matching and tracking capabilities of IC components limit the resolution of the DAC structures considered so far to \( n \leq 12 \). However, the areas of precision instrumentation and test equipment, process control, industrial weighing systems, and digital audio playback often require resolutions and linearity performance well in excess of 12 bits. One of the most important performance requirements is monotonicity. In fact, there are situations in which uniform step size in the DAC characteristics is more important than exact straight-line conformance. For instance, in process control, even though the inherent linearity of an input transducer may not surpass 0.1% or 10 bits, a higher number of bits is often required to resolve small transducer variations. Likewise, to ensure a high signal-to-noise ratio, digital audio playback systems use 16 bits or more of differential linearity, though not necessarily providing the same level of integral nonlinearity.

In conventional binary-weighted DACs, monotonicity is hardest to realize at the point of major carry due to the difficulty of realizing the required degree of match between the MSB and the combined sum of all remaining bits. To ensure monotonicity, this match must be better than one part in \( 2^{15-1} \), indicating that difficulty increases exponentially with \( n \). High-resolution DACs achieve monotonicity by a technique known as segmentation. Here the reference range is partitioned into a sufficiently large number of contiguous segments, and a DAC of lesser resolution is then used to interpolate between the extremes of the selected segment. We shall now discuss this technique for both voltage-mode and current-mode DACs.
DAC. The latter, in turn, partitions the selected segment into \(2^{12} = 4096\) smaller steps, starting at the bottom of the segment and ending one step short of the top, to give

\[
V_O = V_L + D_{12}(V_H - V_L) \tag{12.13}
\]

where \(V_H\) and \(V_L\) are, respectively, the top and the bottom of the selected segment, and \(D_{12}\) is the fractional value of the lower 12-bit code. Omitted from the figure for simplicity are an input latch register, the segment decoder and switch-driver circuitry, and an output deglitcher switch.

Since the 65,536 possible output levels consist of 16 groups of 4096 steps each, the major carry of the 12-bit DAC is repeated in each of the 16 segments. Consequently, the accuracy required of the string resistances to ensure a given differential nonlinearity is relaxed by a factor of 16. Note, however, that integral nonlinearity cannot be better than the accuracy of the string resistances. The AD7846 offers 16-bit monotonicity with an integral linearity error of \(\pm 2\) LSB, and a 9-\(\mu\)s settling time to 0.0003%.

Considering that with \(V_{REF} = 10\) V the step size is only \(10/2^{16} = 152\,\mu\)V, op amp input offset errors could cause intolerable differential nonlinearity if the buffers were stepped up the ladder in fixed order. This problem is overcome by interleaving the buffers at each segment transition, a technique referred to as leapfrogging. This, in turn, requires that \(V_H\) and \(V_L\) also be interleaved to preserve the input polarity to the 12-bit DAC. This function is provided by \(SW_{OA}\) and \(SW_{OM}\). The effect of buffer interchanging can be appreciated as follows.

With the switches positioned as shown, the DAC is processing segment 0. Denoting the input offset errors of the op amps as \(V_{OS1}\) and \(V_{OS2}\), we have \(V_H = V_L + V_{OS1}\) and \(V_L = 0 + V_{OS2}\), where \(V_1 = V_{REF}/16\). The last level of segment 0 is found by inserting these expressions into Eq. (12.13) with \(D_{12} = (1 - 2^{-12})\). This gives \(V_{O(last)} = V_1(1 - 2^{-12}) + V_{OS2} - (V_{OS1} - V_{OS2})2^{-12}\).

At the point of transition from segment 0 to segment 1, \(SW_0\) is opened, \(SW_1\) and \(SW_2\) are closed, and \(SW_{OM}\) is commutated. As a result, we now have \(V_H = V_1 + V_{OS1}\) and \(V_L = V_1 + V_{OS1}\), where \(V_2 = 2V_1\). Consequently, the first level of segment 1 is \(V_{O(1st)} = V_L + V_{OS1}\). The difference between the two levels yields the step size at the first major carry,

\[
V_{O(1st)} - V_{O(last)} = V_{REF} - \frac{V_{OS2} - V_{OS1}}{2^{12}},
\]

indicating that the leapfrogging technique reduces the combined offset error by \(2^{12}\). For instance, assuming \(V_{OS2} - V_{OS1} \approx 10\) mV, the error term is \(10^{-7}/2^{12} = 2.4\,\mu\)V \(< 1\) LSB. Similar considerations hold at the remaining segment transitions.

Current-Mode Segmentation

Figure 12.19 illustrates segmentation for the case of a 16-bit current-mode \(R-2R\) DAC. The resistances at the left establish 15 current segments of value \(V_{REF}/R\), so the contribution of each segment to the output is \(-R/(R + R)V_{REF}\). The decode logic examines the 4 MS input bits and diverts to the \(i_0\) bus 8 such segments for

\[
b_1, 4\) segments for \(b_2, 2\) segments for \(b_3,\) and 1 segment for \(b_4.\) The remaining resistances form an ordinary 12-bit current-mode \(R-2R\) DAC, whose contribution to the output is given by Eq. (12.10). Using the superposition principle, we thus have

\[
V_O = -(R/(R + R))V_{REF} \times (8b_1 + 4b_2 + 2b_3 + b_4 + b_2^{-2} + 2b_4^{-2} + \ldots + 2b_4^{-12}),
\]

indicating a 16-bit conversion with \(V_{FSR} = -(16R/(R + R))V_{REF}\). We observe that the segment resistances, like the ladder resistances, need only be accurate to 12 bits to ensure monotonicity at the 16-bit level. An example of a DAC using this principle is the MP7616 16-bit CMOS DAC (Micro Power Systems).

Figure 12.20 shows a 16-bit segmented DAC using the current-driven ladder architecture. Here \(Q_1\) through \(Q_7\) provide 7 current segments of value \(V_{REF}/4R\), which a decoder (not shown for simplicity) steers either to the \(i_0\) bus or to ground, depending on the 3 MS bits. Steered to the \(i_0\) bus are 4 segments for \(b_1, 2\) segments for \(b_2,\) and 1 segment for \(b_3.\) Moreover, \(Q_8\) through \(Q_{15}\), along with the \(R-2R\) ladder, form a 13-bit current-driven DAC. Proper scaling requires an additional \(R\) resistance between the 13-bit DAC and the \(i_0\) bus. Consequently, the Norton resistance is now \(R_0 = 2R\). By the superposition principle, \(i_0 = (V_{REF}/4R)\times(4b_1 + 2b_2 + 2b_3 + b_2^{-2} + 2b_4^{-2} + \ldots + 2b_4^{-12})\), or

\[
\frac{V_{REF}}{R_0} = i_0(4b_1 + 2b_2^{-2} + \ldots + 2b_4^{-12})
\]

indicating a 16-bit conversion with \(V_{FSR} = 2\) mA. Two popular examples of 16-bit monotonic DAs utilizing this architecture are the PCM5253 (Burr-Brown) and HI-DAC16 (Harris).
12.3 MULTIPLYING DAC APPLICATIONS

The R-2R ladder DACs of Figs. 12.11 and 12.12 are especially suited to monolithic fabrication in CMOS technology. The switches are implemented with CMOS transistors, and the ladder and the feedback resistor $R_f = R$ are fabricated by thin-film deposition on the CMOS die. Because of process variations, the resistances, though highly matched, are not necessarily accurate. For instance, a ladder with a nominal rating of 10 kΩ may in practice lie in the range of 5 kΩ to 20 kΩ.

Figure 12.20 shows the circuit diagram of the 4th switch, $k = 1, 2, \ldots, n$. The switch proper consists of the n-MOS pair $M_8- M_9$, while the remaining FETs accept TTL- and CMOS-compatible logic inputs to provide antiphase gate drives for $M_8$ and $M_9$. When the logic input is high, $M_8$ is off and $M_9$ is on, so $i_k$ is diverted to the $i_0$ bus. When the input is low, $M_8$ is on, $M_9$ is off, and $i_k$ is now diverted to the $i_0$ bus.

The nonzero resistance $r_{ds(on)}$ of the switches tends to disrupt the 2:1 ratio of the ladder resistances and degrade performance. Since $r_{ds(on)}$ is proportional to the ratio of the channel length $L$ to the channel width $W$, it could be minimized by fabricating $M_8$ and $M_9$ with $L/W \ll 1$; this, however, would lead to extravagant device geometries. A common technique for overcoming this drawback is to taper switch geometries to achieve, at least in the MS bit positions, binary-weighted switch resistances such as $r_{ds(4)} = 20 \Omega$, $r_{ds(2)} = 40 \Omega$, $r_{ds(1)} = 80 \Omega$, and so on. Since the currents halve as the switch resistances double, the product $r_{ds(on)} \times i_k$ remains constant throughout the tapered bit positions, causing a systematic switch voltage drop, whose value is typically 10 mV. Since this drop is effectively being subtracted from $V_{REF}$, the result is a gain error that is readily trimmed by adjusting $R_f$.
MDAC Applications

The reference voltage of a CMOS DAC can be varied over positive as well as negative values, including zero. This inherent multiplicative ability makes CMOS DACs, aptly called MDACs, suited to a variety of digitally programmable applications. Several resolutions (8 to 14 bits) and configurations (single, dual, quad, and octal packages). Many versions include input buffer latches to facilitate microprocessor interfacing. Depending on resolution, settling times range from under 100 ns to over 1 μs. One of the earliest and most popular families of CMOS DACs is the AD7500 series (Analog Devices).

FIGURE 12.23
(a) Digitally programmable attenuator; $v_0 = -Dv_1$; (b) digitally programmable amplifier; $v_0 = (-1/D)v_i$.

The circuits of Fig. 12.23 provide, respectively, digitally programmable attenuation and amplification. Using Eq. (12.10) with $R_f = R$, we find that the attenuator of Fig. 12.23a gives $v_0 = -Dv_1$, so its gain $A = -D$ is programmable from 0 to $-(1 - 2^{-n})$ V/V or $-1$ V/V in steps of $2^{-n}$ V/V. In the amplifier of Fig. 12.23b we have $v_i = -Dv_0$, or $v_o = (-1/D)v_i$. Its gain $A = -1/D$ is programmable from $-1/(1 - 2^{-n}) = -1$ V/V when all bits are 1, to $2^{-n}$ V/V when $b_1b_2...b_n = 0...0$, to $2^n$ V/V when $b_1...b_{n-1}b_n = 1...1$, to the full open-loop gain of the op amp when all bits are 0. To combat the effect of the stray capacitance of the $i_0$ bus, it is advisable to connect a stabilizing capacitance $C_f$ of a few tens of picofarads between the output and the inverting input of the op amp.

If we cascade the attenuator of Fig. 12.23a with a Miller integrator having unity-gain frequency $f_u$, the transfer function of the composite circuit is $H = (-D) \times \left[\frac{1}{(j\omega/f_u)}\right] = 1/(jf_u/Dn_0)$. This represents a noninverting integrator with a digitally programmable unity-gain frequency of $Dn_0$. Such an integrator can be used to implement a digitally programmable filter. The filter example of Fig. 12.24 is a state-variable topology of the type encountered in Fig. 4.37, so we can reuse

FIGURE 12.24
Digitally programmable filter.

Eq. (4.34) and write

$$\omega_0 = D\sqrt{R_2/R_4/R_5C} \quad Q = R_3/\sqrt{R_2R_4}$$

indicating that we can program $\omega_0$ digitally from $2^{-n}\sqrt{R_2/R_4/R_5C}$ to $(1 - 2^{-n})\sqrt{R_2/R_4/R_5C}$. Once we have a digitally programmable filter, we can readily turn it into a digitally programmable oscillator by letting $Q \to \infty$ (see Problem 12.12).

EXAMPLE 12.4 In the circuit of Fig. 12.24 specify suitable components for $Q = 1/\sqrt{2}$, $H_{0BP} = -1$ V/V, and $f_0$ digitally programmable in 10-Hz steps by means of 10-bit MDACs.

Solution. Impose $R_2 = R_4 = 10.0 \, k\Omega$, and let $C = 1.0 \, nF$. Then, the full-scale range in $f_{\text{FRQ}}$ is $2^{10} \times 10 = 10.24 \, kHz$, so $R_5 = 1/(2\pi 10.24 \times 10^{-3}) = 15.54 \, k\Omega$ (use 15.4 kΩ, 1%).

Use fast op amps with low-input-offset error and noise characteristics and wide dynamics, such as the OPA627 JFET-input op amps (Burr-Brown). To avoid high-frequency $Q$ enhancement, phase-error compensation may be required, as discussed in Section 6.5.

Figure 12.25 shows a digitally programmable waveform generator. The circuit is similar to that encountered in Fig. 10.19a, except for the use of an MDAC to control the rate of capacitance charge/discharge digitally. To avoid the uncertainties of the ladder resistances, the MDAC is current-driven using the REF200-100-μA current source (Burr-Brown). When $v_{SQ}$ is high, $i_{REF}$ enters the MDAC; when $v_{SQ}$ is low, $i_{REF}$ exits the MDAC. In either case the MDAC divides this current to give
CHAPTER 12
D-A and A-D Converters

To find the frequency of oscillation \( f_0 \), apply Eq. (10.2) with \( \Delta f = 1/2 f_0 \), \( f = D f_{\text{REF}} \), and \( \Delta f = 2 V_T = 2(R_1/R_2)V_{\text{clamp}} \), where \( V_{\text{clamp}} = 2 V_{D(on)} + V_Z5 \). The result is

\[
 f_0 = D \frac{(R_2/R_1) f_{\text{REF}}}{4CV_{\text{clamp}}}
\]

(12.17)

indicating that \( f_0 \) is linearly proportional to \( D \).

EXAMPLE 12. In the circuit of Fig. 12.25 specify suitable components for 5-V waveform amplitudes and \( f_0 \) digitally programmable in 1-Hz steps by means of a 12-bit MDAC.

Solution. For \( V_{\text{amp}} = 5 \text{ V}, \) use \( V_{\text{cl}1} = 3.6 \text{ V} \). Moreover, use \( R_1 = R_2 = 20 \text{ k} \Omega \) and \( R_3 = 6.2 \text{ k} \Omega \). The full-scale range is \( f_{\text{FSR}} = 2^{12} \times 1 = 4.096 \text{ kHz} \), so Eq. (12.17) gives \( C = 100 \times 10^{-6}/(20 \times 4096) = 1.22 \text{ nF} \) (use 1.0 nF, which is more easily available, and raise \( R_1 \) to 24.3 k\( \Omega \), 1%). Use a low-offset JFET-input op amp for \( OA \), and a high slew-rate op amp for \( \text{CMP} \).

A-D CONVERSION TECHNIQUES

This section discusses popular ADC techniques, such as DAC-based ADCs, flash ADCs, integrating ADCs, and variants thereof. A more recent technique, known as sigma-delta (\( \Sigma \Delta \)) conversion, is addressed in the next section.

DAC-Based A-D Conversion

A-D conversion can be accomplished by using a DAC and a suitable register to adjust the DAC's input code until the DAC's output comes within \( \pm \frac{1}{2} \text{ LSB} \) of the analog input. The code that achieves this is the desired ADC output \( b_1 \ldots b_n \). As shown in Fig. 12.26, this technique requires suitable logic circuitry to direct the register to perform the code search on the arrival of the \( \text{START} \) command, and a voltage comparator to announce when \( V_0 \) has come within \( \pm \frac{1}{2} \text{ LSB} \) of \( V_T \) and thus issue an end-of-conversion (EOC) command. Moreover, to center the analog range properly, the DAC output must be offset by \( +\frac{1}{2} \text{ LSB} \), per Fig. 12.5b.

The simplest code search is a sequential search, obtained by operating the register as a binary counter. As the counter steps through consecutive codes starting from 0 ... 0, the DAC produces an increasing staircase, which the comparator then compares against \( V_T \). As soon as this staircase reaches \( V_T \), \( \text{CMP} \) fires all and stops the counter. This also serves as an EOC command to notify that the desired code is sitting in the counter. The counter must be stepped at a low enough frequency to allow for the DAC to settle within each clock cycle. Considering that a conversion can take as many as \( 2^n - 1 \) clock periods, this technique is limited to low-speed applications. For example, a 12-bit ADC with a 1-MHz counter clock will take \( (2^{12} - 1) \times 1 = 4.095 \text{ ms} \) to convert a full-scale input.

A better approach is to allow the counter to start counting from the most recent code rather than restarting from zero. If \( V_T \) has not changed drastically since the last conversion, fewer counts will be needed for \( V_0 \) to catch up with \( V_T \). Also referred to as a tracking or a servo converter, this scheme uses the register as an up/down counter with the count direction controlled by the comparator: counting will be up when \( V_0 < V_T \), and down when \( V_0 > V_T \). Whenever \( V_0 \) crosses \( V_T \), the comparator changes state and this is taken as an EOC command. Clearly, conversions will be relatively fast only as long as \( V_T \) does not change too rapidly between consecutive conversions. For a full-scale change, the conversion will still take \( 2^n - 1 \) clock periods.

The fastest code-search strategy uses binary search techniques to complete an \( n \)-bit conversion in just \( n \) clock periods, regardless of \( V_T \). Following is a description of two implementations: the successive-approximation and the charge-redistribution ADCs.
Successive-Approximation Converters (SA ADCs)

This technique uses the register as a successive-approximation register (SAR) to find each bit by trial and error. Starting from the MSB, the SAR inserts a trial 1 and then interrogates the comparator to find whether this causes \( v_O \) to rise above \( v_1 \). If it does, the trial bit is changed back to 0; otherwise it is left as 1. The procedure is then repeated for all subsequent bits, one bit at a time, in a way similar to a chemist’s analysis. Figure 12.27 illustrates how a 10.8-V input is converted to a 4-bit code with \( V_{FSR} = 16 \) V. The analog range, in volts, is at the left, and the digital codes at the right. To ensure correct results, the DAC output must be offset by \(-\frac{1}{2} \) LSB, or \(-0.5 \) V in our example. The conversion takes place as follows.

Following the arrival of the START command, the SAR sets \( b_1 \) to 1 with all remaining bits at 0 so that the trial code is 1000. This causes the DAC to output \( v_O = 16(1 \times 2^{-1} + 0 \times 2^{-2} + 0 \times 2^{-3}) = 10.5 \) V. At the end of clock period \( T_1 \), \( v_O \) is compared against \( v_1 \), and since \( 7.5 < 10.5 \), \( b_1 \) is left at 1.

At the beginning of \( T_2 \), \( b_2 \) is set to 1, so the trial code is now 1100 and \( v_O = 16(2^{-1} + 2^{-2}) = 11.5 \) V. Since \( 11.5 > 10.5 \), \( b_2 \) is changed back to 0 at the end of \( T_2 \).

At the beginning of \( T_3 \), \( b_3 \) is set to 1, so the trial code is 1010 and \( v_O = 10 - 0.5 = 9.5 \) V. Since \( 9.5 < 10.8 \), \( b_3 \) is left at 1.

At the beginning of \( T_4 \), \( b_4 \) is set to 1, so the trial code is 1011 and \( v_O = 11 - 0.5 = 10.5 \) V. Since \( 10.5 < 10.8 \), \( b_4 \) is left at 1. Thus, when leaving \( T_4 \), the SAR has generated the code 1011, which ideally corresponds to 11 V. Note that any voltage in the range 10.5 V < \( v_1 \) < 11.5 V would have led to the same code.

Since the entire conversion takes a total of \( n \) clock cycles, a SA ADC offers a major speed improvement over a sequential-search ADC. For instance, a 12-bit SA ADC with a clock frequency of 1 MHz will complete a conversion in 12 \( \mu \)s.

Figure 12.28 shows an actual implementation using the Am2504 SAR and the Am6012 bipolar DAC (Advanced Micro Devices), whose settling time is 250 ns.
adequate speed, must provide enough gain to magnify an LSB step to a full output logic swing, or \( a \geq (V_{OH} - V_{OL})/(V_{FSR}/2^n) \). For instance, with \( V_{OH} = 5 \text{ V, } V_{OL} = 0 \text{ V, } V_{FSR} = 10 \text{ V, and } n = 12 \), we need \( a \geq 2048 \text{ V/V. Another important requirement is that during conversion } v_L \text{ remain constant within } \pm \frac{1}{2} \text{ LSB; otherwise an erroneous code may result. For instance, if } v_L \text{ were to rise above 11.5 V after the second clock period in Fig. 12.27, there would be no way for the SAR to go back and change } b_2, \text{ so a wrong output code would result. This is avoided by preceding the ADC with a suitable SHA.}

SA ADCs are available from a variety of sources and in a wide range of performance characteristics and prices. Conversion times typically range from under 1 \( \mu \text{s} \) for the faster 8-bit units to tens of microseconds for the high-resolution \( (n \geq 14) \) types. SA ADCs equipped with an on-chip SHA are referred to as sampling ADCs. A popular example is the AD1674 12-bit, 100-kilosamples per second (ksps) SA ADC (Analog Devices).

**Charge-Redistribution Converters (CR ADCs)**

The circuit of Fig. 12.29 performs a successive-approximation conversion using a weighted-capacitor DAC of the type of Fig. 12.8. Its operation involves three cycles called the sample, hold, and redistribution cycles.\(^2\)

During the sample cycle, \( SW_0 \) grounds the top-plate bus while \( SW_1 \) and \( SW_2 \) through \( SW_{n+1} \) connect the bottom plates to \( v_L \), thus precharging the entire capacitor array to \( v_L \).

During the hold cycle, \( SW_0 \) is opened and the bottom plates are switched to ground, thus causing the top-plate voltage to swing to \( -v_L \). The voltage presented to the comparator at the end of this cycle is thus \( v_P = -v_L \).

During the redistribution cycle, \( SW_0 \) is still open, \( SW_1 \) is connected to \( V_{REF} \), and the remaining switches are sequentially flipped from ground to \( V_{REF} \), and

possibly back to ground, to perform a successive-approximation search for the desired code.

Flipping a given switch \( SW_k \) from ground to \( V_{REF} \) causes \( v_P \) to increase by the amount \( V_{REF}(C/2^{k+1})/C_k = V_{REF}2^{-k} \). If it is found that this increase causes the comparator to change state, then \( SW_k \) is returned to ground; otherwise it is left at \( V_{REF} \) and the next switch is tried. This procedure is repeated at each bit position, starting from the MSB and progressing down to the LSB (excluding the terminating capacitor switch, which is left permanently grounded). It is readily seen that at the end of the search the voltage presented to the comparator is

\[
 v_P = -v_L + V_{REF}(b_22^{-1} + b_22^{-2} + \cdots + b_n2^{-n})
\]

and that \( v_P \) is within \( \pm \frac{1}{2} \text{ LSB} \) of 0 V. Thus, the final switch pattern provides the desired output code.

Because of the exponential increase of capacitance spread with \( n \), practical CR ADCs are limited to \( n \leq 10 \). One way to increase resolution is to combine charge redistribution with potentiometric techniques,\(^2\) as exemplified in Fig. 12.30. Here a resistor string partitions \( V_{REF} \) into \( 2^n \) inherently monotonic voltage segments, and an \( n_L \)-bit weighted-capacitor DAC interpolates within the selected segment. As long as the capacitances are ratio-accurate to \( n_L \) bits, the composite DAC will retain monotonicity to \( n = n_H + n_L \) bits, so using it as part of an SA conversion will avoid missing codes. A conversion proceeds as follows.

Initially, \( SW_1 \) is closed to autozero the comparator, and the bottom plates are connected via the \( L \) bus and \( SW_L \) to the analog input \( v_L \). This precharges the capacitor
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**FIGURE 12.29** Charge-redistribution ADC.
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**FIGURE 12.30** High-resolution charge-redistribution ADC.
array to $v_f$ minus the comparator's threshold voltage, thus removing this threshold as a possible source of error.

Next, $SW_f$ is opened, and an SA search among the resistor string taps is performed to find the segment within which the voltage held in the capacitor array lies. The outcome of this search is the $n_H$-bit portion of the desired code.

Once the segment has been found, the $H$ and $L$ busses are connected to the extremes of the corresponding resistor, and a second SA search is performed to find the individual bottom-plate switch settings that make the comparator input converge to its threshold. The outcome of this search is the $n_L$-bit portion of the desired code.

For instance, with $n_H = 4$ and $n_L = 8$, the circuit provides 12 bits of resolution without excessive demands in terms of circuit complexity or capacitance spread and matching.

**Flash Converters**

The circuit of Fig. 12.31 uses a resistor string to create $2^n - 1$ reference levels separated from each other by 1 LSB, and a bank of $2^n - 1$ high-speed latched comparators to simultaneously compare $v_f$ against each level. Note that to position the analog signal range properly, the top and bottom resistors must be $1.5R$ and $0.5R$, as shown. As the comparators are strobed by the clock, the ones whose reference levels are below $v_f$ will output a logic 1, and the remaining ones a logic 0. The result, referred to as a *bar graph*, or also as a *thermometer code*, is then converted to the desired output code $b_1 \ldots b_n$ by a suitable decoder, such as a priority encoder. Since input sampling and latching take place during the first phase of the clock period, and decoding during the second phase, the entire conversion takes only one clock cycle, so this ADC is the fastest possible. Aply called a *flash converter*, it is used in high-speed applications, such as video and radar signal processing, where conversion rates on the order of millions of samples per second (Msps) are required, and SA ADCs are generally not fast enough.

The high-speed and inherent-sampling advantages of flash ADCs are offset by the fact that $2^n - 1$ comparators are required. For instance, an 8-bit converter requires 255 comparators. The exponential increase with $n$ in die area, power dissipation, and stray input capacitance makes flash converters impractical for $n > 10$. Flash ADCs are available in bipolar or in CMOS technology, with resolutions of 6, 8, and 10 bits, sampling rates of tens to hundreds of Msps, depending on resolution, and power dissipation ratings on the order of 1 W or less. Consult the catalogs to familiarize yourself with the range of available products.

**Subranging Converters**

Subranging ADCs trade speed for circuit complexity by splitting the conversion into two subtasks, each requiring less complex circuitry. Also called a *two-step*, or a *half-flash*, converter, this architecture uses a coarse flash ADC to provide an $n_H$-bit accurate digitization of the $n_H$ most-significant bits. These bits are then fed to a high-speed, $n$-bit accurate DAC to provide a coarse approximation to the analog input. The difference between this input and the DAC output, called the *residue*, is magnified by $2^{n_L} V/V$ by an amplifier called the *residue amplifier* (RA), and finally fed to a fine flash ADC for the digitization of the $n_L$ least-significant bits of the $n$-bit code, where $n = n_H + n_L$. Note that the half-flash requires an SHA to hold the value of $v_f$ during the digitization of the residue.

Figure 12.32 exemplifies an 8-bit converter with $n_L = n_H = 4$. Besides the SHA, the DAC, and the RA, the circuit uses $2(2^4 - 1) = 30$ comparators, indicating a substantial saving compared to the 255 comparators required by a full-flash. (This saving is even more dramatic for $n > 10$.) The main price for this saving is a longer conversion time, with the first phase comprising the conversion time of the coarse ADC, the acquisition time of the SHA, and the settling time of the DAC-subtractor-RA block, and the second phase comprising the conversion time of the...
VFC depends on an RC product whose value is not easily maintained with temperature and time. This drawback is ingeniously overcome by dual-slope converters.

As shown in the functional diagram of Fig. 12.34, a dual-slope ADC, also called a dual-ramp ADC, is based on a high-input-impedance buffer, a precision integrator, and a voltage comparator. The circuit first integrates the input signal for a fixed duration of $2^k$ clock periods, and then it integrates an internal reference $V_{REF}$ of opposite polarity until the integrator output is brought back to zero. The number $N$ of clock cycles required to return to zero is proportional to the average of $V_i$ over the integration period. Consequently, $N$ represents the desired output code. With reference to the waveform diagram of Fig. 12.35, the ability of the various stages to operate concurrently makes the conversion rate depend on the speed of only one stage, usually the first stage. Pipelined structures are used in a variety of formats, including the case $k = 1$, which results in the simplest per-stage circuity, though $n$ such stages are needed. However, if stages are reused, considerable savings in die area can be achieved.

Pipelined Converters

Pipelined ADCs break down the conversion task into a sequence of $N$ serial subtasks, and use SHA interstage isolation to allow for the individual subtasks to proceed concurrently to achieve high throughput rates. With reference to Fig. 12.33, each subtask stage consists of an SHA, an ADC, a DAC, a subtractor, and an RA, with some or even all functions often combined in one circuit. The first stage samples $V_i$, digitizes $k$ bits, and uses a DAC-subtractor-RA circuit to create a residue for the next stage in the pipeline. The next stage samples the incoming residue and performs a similar sequence of operations while the previous stage begins processing the next sample. The ability of the various stages to operate concurrently makes the conversion rate depend on the speed of only one stage, usually the first stage.

Integrating-Type Converters

These converters perform A-D conversion indirectly by converting the analog input to a linear function of time and thereon to a digital code. The two most common converter types are the charge-balancing and dual-slope ADCs.

Charge-balancing ADCs convert the input signal to a frequency, which is then measured by a counter and converted to an output code proportional to the analog input. These converters are suited to applications where it is desired to exploit the ease with which a frequency is transmitted in noisy environments or in isolated form, such as telemetry. However, as seen in Section 10.7, the transfer characteristic of a

FIGURE 12.33
Pipeline ADC architecture.

FIGURE 12.34
Functional diagram of a dual-slope ADC.

VFC depends on an RC product whose value is not easily maintained with temperature and time. This drawback is ingeniously overcome by dual-slope converters.

As shown in the functional diagram of Fig. 12.34, a dual-slope ADC, also called a dual-ramp ADC, is based on a high-input-impedance buffer, a precision integrator, and a voltage comparator. The circuit first integrates the input signal $V_i$ for a fixed duration of $2^k$ clock periods, and then it integrates an internal reference $V_{REF}$ of opposite polarity until the integrator output is brought back to zero. The number $N$ of clock cycles required to return to zero is proportional to the average of $V_i$ over the integration period. Consequently, $N$ represents the desired output code. With reference to the waveform diagram of Fig. 12.35, following is a detailed description of how the circuit operates.

Prior to the arrival of the START command, $S_{W_1}$ is connected to ground and $S_{W_2}$ closes a loop around the integrator-comparator combination. This forces the autozero capacitance $C_A$ to develop whatever voltage is needed to bring the output

FIGURE 12.35
Dual-slope waveform.
of $O_2$ right to the comparator's threshold voltage and leave it there. This phase, referred to as the autozero phase, provides simultaneous compensation for the input offset voltages of all three amplifiers. During the subsequent phases, when $S_{W_2}$ opens, $C_{A_2}$ acts as an analog memory to hold the voltage required to keep the net offset nullled.

At the arrival of the START command, the control logic opens $S_{W_2}$, connects $S_{W_1}$ to $v_1$ (which we assume to be positive), and enables the counter, starting from zero. This phase is called the signal integrate phase. As the integrator ramps downward, the counter counts until, $2^n$ clock periods later, it overflows. This marks the end of the current phase. The swing $\Delta v_2$ described by the integrator during this interval is found via Eq. (10.2) as $C \Delta v_2 = (V/R) \times 2^n \times T_{C_2}$, where $T_{C_2}$ is the clock period, and $v_1$ the average of $v_1$ over $2^n T_{C_2}$.

As the overcondition is reached, the counter resets automatically to zero and $S_{W_1}$ is connected to $-V_{REF}$, causing $v_2$ to ramp upward. This is called the deintegrate phase. Once $v_2$ again reaches the comparator threshold, the comparator fires to stop the counter and issues an EOC command. The accumulated count $N$ is such that $C \Delta v_2 = (V_{REF}/R)N T_{C_2}$. Since $C \Delta v_2$ is the same during the two phases, we get

$$N = 2^n \frac{V_1}{V_{REF}} \quad (12.18)$$

We make a number of important observations.

1. The conversion accuracy is independent of $R$, $C$, $T_{C_2}$, and the input offset voltage of the three amplifiers. As long as these parameters remain stable over the conversion period, they affect the two integration phases equally, so long-term drifts are automatically eliminated.

2. An integrating ADC offers excellent linearity and resolution, and virtually zero differential nonlinearity. With an integrator of suitable quality, nonlinearity errors can be kept below 0.01%, and resolution can be pushed above 20 bits. Moreover, since $v_2$ is a continuous function of time, differential nonlinearity, within the limits of clock jitter, is virtually absent, so there are no missing codes.

3. A dual-slope ADC provides excellent rejection of ac noise components with frequencies that are integral multiples of $1/(2^n T_{C_2})$. For instance, if we specify $T_{C_2}$ so that $2^n T_{C_1} = 16.67$ ms, then any 60-Hz pickup noise superimposed on the input signal will be averaged to zero. In particular, if $2^n T_{C_2} = 100$ ms, the ADC will reject both 50-Hz and 60-Hz noise.

4. An integrating converter does not require an SHA at the input. If $v_1$ changes, the converter will simply average it out over the signal-integrate period.

The main drawback of dual-slope ADCs is a low conversion rate. For instance, imposing $2^n T_{C_2} = 16.67$ ms and allowing as many clock periods to complete the deintegrate phase for a full-scale input, it follows that the conversion rate is less than 30 sps. These converters are suited to highly accurate measurements of slowly varying signals, as in thermocouple measurements, weighing scales, and digital multimeters.

Dual-slope ADC ICs are available from a variety of sources, usually in CMOS technology. Besides autozero capabilities, they offer automatic input polarity sensing and reference polarity switching to provide sign and magnitude information.

Moreover, they are available both in microprocessor-compatible and in display-oriented versions. The latter provide the output code in a format suitable for driving decimal LCD or LED displays, and their resolution is expressed in terms of decimal digits rather than bits. Since the least significant digit is usually allowed to run only to unity, it is counted as $\frac{1}{2}$ digit. Thus, a $\frac{1}{2}$-digit sign-plus-magnitude ADC having $V_{REF} = 200$ mV yields all decimal codes within the range of $\pm 199.99$ mV and a resolution of 10 $\mu$V. An example is the ICL7129 $\frac{1}{2}$-digit ADC (Harris), which, with the help of suitable support circuitry, is easily turned into a full-fledged multimeter to measure both dc and ac voltages and currents, as well as resistances.

We are now able to compare the circuit complexity and the required clock-cycles for the architectures discussed so far:

<table>
<thead>
<tr>
<th>Complexity</th>
<th>Conversion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flash</td>
<td>2^n</td>
</tr>
<tr>
<td>Pipeline</td>
<td>1</td>
</tr>
<tr>
<td>SA</td>
<td>1</td>
</tr>
<tr>
<td>Integrating</td>
<td>1</td>
</tr>
</tbody>
</table>

12.5 OVERSAMPLING CONVERTERS

It is apparent that the most critical part of a data converter is its analog circuitry. Because of component mismatches and nonlinearities, drift and aging, noise, dynamic limitations and parasitics, resolution and speed can be pushed only so far. Oversampling converters ease analog-circuitry requirements at the expense of more complex digital circuitry. These converters are ideal for mixed-mode IC fabrication processes, where fast digital-processing circuitry is far more easily implemented than precise analog circuitry. The principal benefits of oversampling followed by digital filtering are relaxed analog-filter requirements and quantization-noise reduction. Sigma-delta ($\Sigma-\Delta$) converters combine with these benefits the additional benefit of noise shaping to achieve truly high resolutions ($\geq 16$ bits) with the simplest analog circuitry (1-bit digitizers).

Before embarking on the study of oversampling and noise shaping, we need to examine in greater detail conventional sampling, also referred to as Nyquist-rate sampling.

Nyquist-Rate Sampling

The digitization process, depicted in Fig. 12.36a, has a profound impact on the frequency spectrum of the input signal. We are primarily interested in the situation from dc to the sampling frequency $f_s$. As depicted in Fig. 12.36b, this range consists of two zones, namely, zone $I$ extending from dc to $f_s/2$, and zone $II$ extending from $f_s/2$ to $f_s$. Zone $I$ is also called the baseband, and $f_s/2$ is called the Nyquist bandwidth. The effects of digitalization are twofold:

1. Digitization, viewed as discretization in time, creates additional spectral components, called images, at locations symmetric about the midpoint $f_s/2$. For instance, a spectral component of $f_1$ at $f = f_1$ results in an image at $f = f_s - f_1$, as shown in Fig. 12.36b, top.
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FIGURE 12.41
Switched-capacitor implementation of a first-order modulator. Bottom-switch phase is \((\phi_1, \phi_2)\) for \(v_0 = \text{high}\), and \((\phi_2, \phi_1)\) for \(v_0 = \text{low}\).

For frequency bands extending down to dc, \(H(jf)\) is usually implemented with integrators; however, depending on the application, other filter types may be more efficient, such as band-pass filters in telecommunications. In mixed-mode IC processes, \(H(jf)\) is implemented using switched-capacitor techniques. Figure 12.41 shows an SC realization of the 1-bit modulator. Using Eq. (4.22) with \(C_1 = C_2\), \(\omega = 2\pi f\), and \(T_{\text{CK}} = 1/kf_s\), we can express the SC integrator transfer function as

\[
H(jf) = \frac{1}{1 + j2\pi f/kf_s}.
\]

By the well-known Fourier-transform property that multiplying by \(e^{-j\omega T}\) in the frequency domain is equivalent to delaying by \(T\) in the time domain, Eq. (12.29) indicates that \(v_0\) is simply \(v_i\) delayed by \(1/kf_s\). Moreover, applying Euler’s identity to Eq. (12.28), we can write

\[
|\text{eq}(jf)| = 2\sin(\pi f/kf_s)|\text{eq}(jf)|.
\]

The plot of Fig. 12.42 reveals that the modulator shifts most of the noise energy toward higher frequencies. Only the shaded portion will make it past the filter.
decimator, so the corresponding rms output noise is obtained as

\[ E_q = \left( \int_0^{T_d} |e_q(f)|^2 df \right)^{1/2} \]  

(12.30)

For \( k \gg \pi \), we obtain (see Problem 12.22) \( E_q = \pi k / \sqrt{k^2 + \pi V_{FSR}^2 / (2^m \sqrt{60K^2})} \), expressing \( k \) in the form \( k = 2^n \) gives, for a first-order \( \Sigma-\Delta \) ADC,

\[ \text{SNR}_{\text{max}} = 6.02(n + 1.5m) - 3.41 \text{dB} \]  

(12.31)

indicating a 1.5-bit improvement for every octave of oversampling; this is better than the 0.5-bit improvement without noise shaping.

The benefits of noise shaping can be enhanced further by using higher-order modulators. For instance, suitably cascading \( 1 \) two subtractor-integrator blocks gives a second-order \( \Sigma-\Delta \) ADC with

\[ |e_q(f)| = (2 \sin(\pi f / k_f))^2 |e_q(f)| 

(12.32)

Substituting into Eq. (12.30), we obtain (see Problem 12.22), for \( k \gg \pi \),

\[ E_q = \pi^2 k / \sqrt{k^2 + \pi V_{FSR}^2 / (2^m \sqrt{60K^2})} \]  

(12.33)

indicating a 2.5-bit improvement for every octave of oversampling.

**Example 12.7.** Find \( k \) for \( \text{SNR}_{\text{max}} \geq 96 \text{ dB} \) (or \( \geq 16 \) bits) using (a) a first-order and (b) a second-order \( \Sigma-\Delta \) ADC.

**Solution.**

(a) Imposing 6.02(1 + 1.5m) - 3.41 \( \geq 96 \) gives \( m \geq 10.30 \), or \( k \geq 2^{10.30} \approx 1261 \).

(b) Similarly, \( k \geq 2^{14.7} \approx 105 \).

Besides offering the aforementioned advantages of undemanding and mixed-mode-compatible analog circuitry, 1-bit quantizers are inherently linear: since only two output levels are provided, a straight characteristic results, with no need for trimming or calibration as in multilevel quantizers. Moreover, the presence of the integrator makes the input SHA unnecessary—if at the price of more stringent input drive requirements due to charge injection effects.\(^{12}\)

Practical upper limits on sampling rates currently restrict \( \Sigma-\Delta \) ADCs to moderate-speed but high-resolution applications, such as digital audio, digital telephony, and low-frequency measurement instrumentation, with resolutions ranging from 16 to 24 bits.\(^{13-14}\) An additional factor to keep in mind is that since the digital filter/decimator computes each high-resolution sample using many previous low-resolution samples, there is a latency as information progresses from input to output through the various stages of the filter. This delay may be intolerable in certain real-time applications, such as control. Moreover, it makes \( \Sigma-\Delta \) converters unsuited to input multiplexing, that is, to situations where it is desired to share the same ADC among different sources to help reduce cost.

The interested reader is referred to the literature\(^{9-11}\) for additional practical issues such as stability and idle tones, system architectures, and the fascinating subject of digital filtering and decimation.

**PROBLEMS**

12.1 Performance specifications

12.1. A 3-bit DAC designed for \( V_{REF} = 3.2 \text{ V} \) is sequenced through all input codes from 000 to 111, and the actual output values are found to be \( V_{OUT} = 0.2, 0.5, 1.1, 1.4, 1.7, 2.0, 2.6, \) and 2.9, all in \( \text{V} \). Find the offset error, the gain error, the INL, and the DNL, in fractions of 1 \( \text{LSB} \).

12.2. A full-scale sinusoid is applied to a 12-bit ADC. If the digital analysis of the output reveals that the fundamental has a normalized power of 1 \( \text{W} \) while the remaining power is 0.6 \( \mu \text{W} \), find the effective number of bits of this ADC. What is the SNR if the input sinusoid is reduced to 1/100th of full scale?

12.2. \( \Sigma-\Delta \) conversion techniques

12.3. A 6-bit weighted-resistor DAC of the type of Fig. 12.7 is implemented with \( V_{REF} = 1.600 \text{ V} \), but with \( R_f = 0.99R \) instead of \( R_f = R \), and a low-quality op amp having \( V_{OL} = 5 \text{ mV} \) and \( a = 200 \text{ V/F} \). Find the offset and gain errors of this DAC, in fractions of 1 \( \text{LSB} \). What is the worst-case value of the output when all bits are set to 1?

12.4. A 4-bit weighted-resistor DAC of the type of Fig. 12.7 is implemented with \( V_{REF} = -3.200 \text{ V} \) and a high-quality op amp, but gross resistor values, namely, \( R_f = 9.0 \text{ k}\Omega \) instead of 10 \( \text{k}\Omega \), 2 \( R = 22 \text{ k}\Omega \) instead of 20 \( \text{k}\Omega \), 4 \( R = 35 \text{ k}\Omega \) instead of 40 \( \text{k}\Omega \), 8 \( R = 50 \text{ k}\Omega \) instead of 80 \( \text{k}\Omega \), and 16 \( R = 250 \text{ k}\Omega \) instead of 160 \( \text{k}\Omega \). Find the gain error, along with the integral and differential nonlinearities. Comment on your findings.

12.5. The AH5010 quad switch (National Semiconductor) consists of four analog-ground p-FET switches and relative diode clamp of the type of Fig. 9.37, plus a fifth dummy switch, compensation. (a) Using an LM385 2.5-V reference diode, an AH5010 quad switch \( (V_{DD} = 100 \text{ V}) \), and a JFET-input op amp with \( \pm 15 \text{ V} \) supplies, design a 4-bit weighted-resistor DAC with \( V_{REF} = +10.0 \text{ V} \). (b) Compute \( V_{OUT} \) for each input code. (c) Repeat if the op amp has \( V_{DD} = 1 \text{ mV} \). What are the offset and gain errors of your DAC?

12.6 One way of curtailing excessive resistance spread in an 8-bit weighted-resistor DAC is by combining the outputs of two 4-bit DACs as \( v_{OUT} = v_{VDDS} + 2^1 v_{VDDLS} \), where \( v_{VDDS} \) is the output of the DAC using the four MSBs of the 8-bit code, and \( v_{VDDLS} \) is that of the DAC using the four LSBs. Using components of the type of Problem 12.5, design one such 8-bit DAC.

12.7. (a) Using an 8-bit R-2R ladder with \( R = 10 \text{ k}\Omega \), an LM385 2.5-V reference diode, and a 741 op amp, design an 8-bit voltage-mode DAC with \( V_{REF} = 10 \text{ V} \). (b) Modify your circuit so that \( v_{OUT} \) is offset by -5 \( \text{V} \). Assume \( \pm 15 \text{ V} \) regulated supplies.

12.8. (a) Derive expressions for the element values in the Norton equivalent of the current-driven R-2R ladder DAC of Fig. 12.17. (b) Suppose \( V_{DD} / R_f = 1 \text{ mA} \), \( R = 1 \text{ k}\Omega \), and the output of the DAC is fed to a simple i-V converter op amp with a feedback resistance of 1 \( \text{K}\Omega \). If the i-V converter introduces an offset error of \( \frac{1}{2} \text{ LSB} \) and a gain error of \( \frac{1}{2} \text{ LSB} \), find the V converter output for \( h_Vh_P = 0000, 0100, 1000, 1100, \) and 1111. (c) Find the closed-loop small-signal bandwidth if the op amp has a constant GBP of 50 \( \text{MHz} \).
A familiar aliasing example is offered by the spoked wheels of a stagecoach in a 16-mm, 24-frames-per-second Western. As long as the coach travels slowly enough relative to the camera’s sampling rate of 24 frames per second, its wheels will appear to be turning correctly. However, as the coach speeds up, a point is reached where the wheels will appear to be slowing down, indicating an alias, or unwanted frequency, near the upper end of the baseband. Speeding up further will lower the alias frequency until it reaches dc, where the wheels will appear to be still. Any speed increase beyond this point will result in a negative alias frequency, making the wheels appear to be turning backward! These aliasing effects could be avoided either by limiting the filming only to slow scenes, or by increasing the number of frames per second.

In practical ADCs, to avoid wasting digital data rate, $f_s$ is usually specified not far above the Nyquist rate of $2f_B$. For example, digital telephony, where the band of interest is $f_B = 3.2$ kHz and thus $2f_B = 6.4$ kHz, uses $f_s = 8$ kHz. Likewise, compact-disc audio, where $f_B = 20$ kHz and $2f_B = 40$ kHz, uses $f_s = 44.1$ kHz. Even though $f_s$ is not exactly equal to $2f_B$, these converters are loosely referred to as Nyquist-rate converters.

It is apparent that in order to prevent any noise or spurious input spectral components above $f_s/2$ from folding into the baseband, an antialiasing filter is required. Such a filter must provide a flat response up to $f_B$ and must roll off rapidly enough thereafter to provide the desired amount of suppression at $f_s/2$ and beyond. The shaded area of Fig. 12.36b, top, represents the baseband aliases of the unsuppressed signal and noise components above $f_s/2$. The contribution from these aliases must be kept below $\frac{1}{2}$ LSB by suitable choice of $A_{\text{min}}$. Such a choice, in turn, depends on the noise distribution and the spectral makeup of $v_I$. The transition band of the analog filter preceding the digitizer is now much wider.

Elliptic filters are a common choice for this task because of their sharp cutoff rate, that the performance requirements of the antialiasing filter can be quite stringent. It is apparent that in order to prevent any noise or spurious input spectral components above $f_s/2$ from folding into the baseband, an antialiasing filter is required. Such a filter must provide a flat response up to $f_B$ and must roll off rapidly enough thereafter to provide the desired amount of suppression at $f_s/2$ and beyond.

Consider now the effect of speeding up the sampling rate by a factor of $k$, $k \gg 1$. This is shown in Fig. 12.37a. The ensuing benefits, illustrated in Fig. 12.37b, are twofold:

1. The transition band of the analog filter preceding the digitizer is now much wider, providing an opportunity for a drastic reduction in circuit complexity. In fact, in oversampling converters of the $\Sigma$-$\Delta$ type, this filter can be as simple as a mere RC stage!

2. The quantization noise is now spread over a wider band, or

$$e_q = \frac{q}{\sqrt{k}}$$

indicating a spectral-density reduction by $\sqrt{k}$. Where $2f_B$ is called the Nyquist rate. This requirement can be met either by band-limiting $v_I$ below $f_s/2$, or by raising $f_s$ above the Nyquist rate.

A familiar aliasing example is offered by the spoked wheels of a stagecoach in a 16-mm, 24-frames-per-second Western. As long as the coach travels slowly enough relative to the camera's sampling rate of 24 frames per second, its wheels will appear to be turning correctly. However, as the coach speeds up, a point is reached where the wheels will appear to be slowing down, indicating an alias, or unwanted frequency, near the upper end of the baseband. Speeding up further will lower the alias frequency until it reaches dc, where the wheels will appear to be still. Any speed increase beyond this point will result in a negative alias frequency, making the wheels appear to be turning backward! These aliasing effects could be avoided either by limiting the filming only to slow scenes, or by increasing the number of frames per second.

In practical ADCs, to avoid wasting digital data rate, $f_s$ is usually specified not far above the Nyquist rate of $2f_B$. For example, digital telephony, where the band of interest is $f_B = 3.2$ kHz and thus $2f_B = 6.4$ kHz, uses $f_s = 8$ kHz. Likewise, compact-disc audio, where $f_B = 20$ kHz and $2f_B = 40$ kHz, uses $f_s = 44.1$ kHz. Even though $f_s$ is not exactly equal to $2f_B$, these converters are loosely referred to as Nyquist-rate converters.

It is apparent that in order to prevent any noise or spurious input spectral components above $f_s/2$ from folding into the baseband, an antialiasing filter is required. Such a filter must provide a flat response up to $f_B$ and must roll off rapidly enough thereafter to provide the desired amount of suppression at $f_s/2$ and beyond. The shaded area of Fig. 12.36b, top, represents the baseband aliases of the unsuppressed signal and noise components above $f_s/2$. The contribution from these aliases must be kept below $\frac{1}{2}$ LSB by suitable choice of $A_{\text{min}}$. Such a choice, in turn, depends on the noise distribution and the spectral makeup of $v_I$. It is apparent that the performance requirements of the antialiasing filter can be quite stringent. Elliptic filters are a common choice for this task because of their sharp cutoff rate, if at the price of a nonlinear phase response.
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indicating a spectral-density reduction by $\sqrt{k}$. Where $2f_B$ is called the Nyquist rate. This requirement can be met either by band-limiting $v_I$ below $f_s/2$, or by raising $f_s$ above the Nyquist rate.
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The price for the preceding benefits is the need for a digital filter at the output of the digitizer to (a) suppress any spectral components and noise above \( f_s/2 \), and (b) reduce the data rate from \( k f_s \) back to \( f_s \), a process known as decimation. Though digital filters/decimators are beyond the scope of this book, it must be said that they can be designed for very sharp cutoff characteristics with good phase response. Moreover, they are far more easily implemented and maintained than their analog counterparts, and they can readily be reprogrammed in the software, if needed.

We observe that the rms noise at the output of the digitizer is still \( V_{FSR}/\sqrt{12} \); however, only the shaded portion will make it past the filter/decimator, so the rms noise at the output is

\[
E_q = \left( \int_0^{f_s/2} \frac{q^2}{k f_s/2} df \right)^{1/2} = q/\sqrt{k} \quad (12.24)
\]

or \( E_q = V_{FSR}/2^{m} \sqrt{12} \). Expressing \( k \) in the form \( k = 2^m \), we now have

\[
\text{SNR}_{\text{max}} = 6.02(n + 0.5m) + 1.76 \text{ dB} \quad (12.25)
\]

indicating a \( \frac{1}{2} \)-bit improvement for every octave of oversampling.

**Example 12.12** An audio signal is oversampled with a 12-bit ADC. Find the oversampling frequency needed to achieve a 16-bit resolution. What is the corresponding SNR\(_{\text{max}}\)?

**Solution.** To gain \( 16 - 12 = 4 \) bits of resolution we need to oversample by \( m = 4/(1/2) = 8 \) octaves, so the oversampling frequency must be \( 2^8 \times 44.1 \text{ kHz} = 11.29 \text{ MHz} \). Moreover, \( \text{SNR}_{\text{max}} = 98.09 \text{ dB} \).

**Remark.** Oversampling, while increasing resolution, does not improve linearity; the integral nonlinearity of the final 16-bit conversion cannot be better than that of the 12-bit ADC used!

**Noise Shaping and \( \Sigma-\Delta \) Converters**

It is instructive to develop an intuitive feel for quantization-noise reduction. To this end, refer back to the 3-bit ADC example of Fig. 12.5, and suppose we apply a constant input \( V_I \) lying somewhere between \( \frac{1}{2} V \) and \( \frac{5}{2} V \). The ADC will yield either \( D_O = 011 \) or \( D_O = 100 \), depending on whether \( V_I \) is closer to \( \frac{1}{2} V \) or to \( \frac{5}{2} V \). Moreover, only one sample needs to be taken to find \( D_O \). An ingenious way to increase resolution above 3 bits is to add a Gaussian-noise dither \( e(t) \) to \( V_I \), and take multiple samples of the resulting signal \( v_I(t) = V_I + e(t) \). Because of the fluctuations of \( v_I(t) \), the samples will form a Gaussian distribution about some mean value, which we can easily compute by taking the average of our multiple readings. The result gives a more accurate estimate of \( V_I \). In fact, Eq. (12.25) indicates that we need four samples to increase resolution by 1 bit, sixteen samples to increase by 2 bits, sixty-four samples to increase by 3 bits, and so forth.

\( \Sigma-\Delta \) ADCs use feedback for the double purpose of (a) generating dither to keep the input busy, and (b) reshaping the noise spectrum to reduce the amount of oversampling required. In its simplest form\(^1\) depicted in Fig. 12.38a, a \( \Sigma-\Delta \) ADC consists of a 1-bit digitizer or modulator to convert \( v_I \) to a high-frequency serial data stream \( v_O \), followed by a digital filter/decimator to convert this stream to a sequence of \( n \)-bit words of fractional binary value \( D_O \) at a lower rate of \( f_s \) words per second. The modulator is made up of a latched comparator acting as a 1-bit ADC, a 1-bit DAC, and an integrator to integrate (\( \Sigma \)) the difference (\( \Delta \)) between \( v_I \) and the DAC output; hence the name \( \Sigma-\Delta \) ADC. The comparator is strobed at a rate of \( k f_s \) sps, where \( k \), usually a power of 2, is called the oversampling ratio.

![Figure 12.38](image)

**First-order \( \Sigma-\Delta \) ADC.**
12.3 Multiplying DAC applications

12.9 The programmable attenuator of Fig. 12.23a can be turned into a programmable attenuator/amplifier by using a T-network of the type of Fig. 2.2 in the feedback path. This is achieved by interposing a voltage divider between the op amp output and the Rf pin of the DAC (see Analog Devices Application Note AN-137). Using a 12-bit MDAC with Rf = 10 kΩ, design a circuit whose gain can be varied from $\frac{1}{2}$ V/V to 64 V/V as the input code is sequenced from 0 . . . 0 I . . . I to 0 . . . I . . . I.

12.10 Consider the circuit obtained from the biquad filter of Fig. 3.36 by replacing the inverting amplifier (OA) plus the Rf resistances with the programmable attenuator of Fig. 12.23a. Find an expression for the band-pass response, and verify that both $f_0$ and Q are proportional to $\sqrt{D}$, indicating a digitally programmable, constant-bandwidth band-pass filter.

12.11 Consider the circuit obtained from Fig. 12.24 by removing $R_s$, $R_{MDAC}$, OA1, and the OA1 integrator. (a) Sketch the reduced circuit, and show that now $R_A$ and $R_2$ provide, respectively, the first-order high-pass and low-pass responses. (b) Specify suitable components so that the low-pass response has a dc gain of 20 dB, the high-pass response has a high-frequency gain of 0 dB, and the characteristic frequency is digitally programmable in 5-Hz steps by means of a dual 10-bit MDAC.

12.12 Modify the quadrature oscillator of Fig. 10.6 for peak amplitudes of 5 V and $f_0$ digitally programmable in 10-Hz steps by means of a dual 10-bit MDAC.

12.13 Using a 12-bit MDAC and an AD537 wide-sweep CCO (see Fig. 10.33), design a triangular wave generator with peak values of ±5 V and $f_0$ digitally programmable in 10-Hz steps. The circuit is to have provision for both frequency and amplitude calibration. Assume the triangular wave available across the timing capacitor of the AD537 has a peak-to-peak amplitude of $\frac{1}{2}$ V.

12.14 Using an 8-bit CMOS DAC of the type of Fig. 12.11, an LM385 2.5-V reference diode, and an LM317 regulator of the type of Fig. 11.26, along with other components as needed, design a 1-A power supply digitally programmable over the range 0.0 V to 10.0 V. Assume ±15 V supplies.

12.4 A-D conversion techniques

12.15 As we know, a SA ADC must usually be preceded by a THA. However, if the input is sufficiently slow to change by less than $\pm\frac{1}{2}$ LSB during the conversion cycle, then the THA is unnecessary. (a) Show that for a full-scale sine wave input can be converted without the need for a THA, provided its frequency is below $f_{max} = 1/2^n T_{DAC}$, where $T_{DAC}$ is the time it takes for the SA ADC to complete a conversion. (b) Find $f_{max}$ for an 8-bit SA ADC operating at the rate of $10^6$ conversions per second. How does $f_{max}$ change if the SA ADC is preceded by an ideal SHA?

12.16 Discuss the general requirements for the reference, DAC, and comparator of an 8-bit SA ADC for a conversion time of 1 μs over the range $0 ^\circ C \leq T \leq 50 ^\circ C$ with an accuracy of $\pm 1/2$ LSB, if $V_{FSR} = 10$ V.

12.17 Consider a charge-redistribution ADC of the type of Fig. 12.29 with $n = 4$, $V_{FSR} = 3.0$ V, and $C = 8$ pF. Assuming node $v_T$ has a parasitic capacitance of 4 pF toward ground, find the intermediate values of $v_T$ during the conversion of $v_T = 1.00$ V.

12.18 Assume the 8-bit ungrabing ADC of Fig. 12.32 has $V_{FSR} = 2.560$ V. (a) Find the total number of comparators, their voltage reference levels, and the maximum level tolerances allowed for a $\pm \frac{1}{2}$ LSB accuracy. (b) Find $b_1, \ldots, b_n$, and the quantization error for $v_T = 0.5$ V, 1.054 V, and 2.543 V.

12.19 Show that if the input to the dual-slope ADC of Fig. 12.34 contains an unwanted ac component of the type $v_T = V_{Ref} \cos(\omega t + \phi)$, then the result of integrating it over the interval $T = 2^n T_{DAC}$ is proportional to the sampling function $S[\omega(t)]$. Plot $S[\omega(t)]$ vs. $\omega T$, and verify that this type of ADC inherently rejects all unwanted ac components whose frequencies are integral multiples of $1/T$.

12.20 The integrator of a dual-slope ADC is implemented with an op amp having gain $a = 10^7$ V/V. (a) Assuming its output $v_T(t)$ is initially zero, find $v_T(t)$ if the input is $v_T = 1$ V. (b) Find the minimum value of $RC$ so that $v_T(t = 100 \text{ ms})$ is afflicted by an error of less than 1 mV.

12.21 A 14-bit dual-slope ADC of the type of Fig. 12.34 is to be designed so that it rejects the 60-Hz power-line interference frequency and harmonics thereof. (a) What is the required clock frequency $f_C$? What is the time required to convert a full-scale input? (b) If $V_{FSR} = 2.5$ V and the input is in the range 0 to 5 V, what is the value of $RC$ for a peak value of 5 V at the integrator's output for a full-scale input? (c) If component aging causes $R$ to change by +5% and $C$ by -2%, what is the effect upon the integrator's output for the case of a full-scale input? Upon the conversion's accuracy?

12.5 Oversampling converters

12.22 (a) Plot $|S_a(j\omega)|$, $0 \leq f \leq f_{SAMP}/2$ for the second-order $\Sigma-$Δ ADC, and compare with the first order. (b) Show that the rms noise before digital filtering is $\sqrt{2}$ for the first-order modulator, and $\sqrt{2}q$ for the second-order modulator. (c) Using the approximation $\sin x \approx x$ for $x > 1$, show that the rms noise after digital filtering is, for $k > \pi, q/\sqrt{k^2}$ for the first-order modulator, and $\pi q/\sqrt{k^2}$ for the second-order modulator. (d) Find the rms noise percentage removed by the digital filter for both orders if $k = 16$.

12.23 Compare the sampling rates needed for a 16-bit audio ADC using a 1-bit ADC with (a) straight oversampling, (b) first-order noise shaping, and (c) second-order noise shaping.

12.24 An 8-bit ADC that is linear to 12 bits is used to perform conversions over a 100-kHz signal bandwidth. (a) Find the sampling rate required to achieve 12 bits of accuracy using straight oversampling. (b) Repeat, but for the case where the ADC is placed inside a first-order $\Sigma-$Δ modulator. (c) Repeat, but for a second-order modulator.

12.25 An oversampling audio ADC with $n = 16, V_{FSR} = 2$ V, $f_s = 48$ kHZ, and $k_s = 64f_s$ uses a simple RC network as the input anti-aliasing filter. (a) Specify RC for a maximum attenuation of 0.1 dB for $0 < f_s < 20$ kHZ. (b) Assuming the spectral makeup of $v_T$ within the first image band $f_s = 20$ kHZ is just white noise with spectral density $\epsilon_{\omega}$, find the maximum allowed value of $\epsilon_{\omega}$ so that the corresponding base-band rms noise is less than $\frac{1}{2}$ LSB.
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The highly predictable characteristic of the bipolar junction transistor is exploited in the realization of some very useful nonlinear functions, such as logarithmic conversion and variable transconductance multiplication. These functions, in turn, provide the basis for a variety of other analog operations, such as antilogarithmic amplification, true rms conversion, analog division and square-root computation, various forms of linearization, and voltage-controlled amplification, filtering, and oscillation. These precise building blocks simplify analog design considerably while broadening the scope of practical analog circuits to applications where considerations of speed or cost require implementation in analog rather than digital form.

Another important class of nonlinear circuits is provided by phase-locked loops. Though unrelated to those just mentioned, PLLs encompass many of the important topics that we have studied so far. We thus find it appropriate to conclude the book with this subject.
A logarithmic amplifier—also called log amp, or logger—is an I-V converter with a transfer characteristic of the type

\[ v_O = V_o \log_b \left( \frac{i_i}{i_l} \right) \]  

(13.1)

where \( V_o \) is the output scale factor, \( i_l \) is the input reference current, and \( b \) is the base, usually 10 or 2. \( V_o \) represents the sensitivity of the log amp, in volts per decade (or per octave), and \( i_l \) is the value of \( i_l \) for which \( v_O = 0 \). Note that for proper operation we must always have \( i_i/i_l > 0 \). The quantity

\[ \text{DR} = \log \left( \frac{i_{i \text{max}}}{i_{i \text{min}}} \right) \]  

(13.2)

is called the dynamic range and is expressed in decades or in octaves, depending on \( b \). For instance, a logger designed to operate over the range 1 nA \( \leq i_i \leq 1 \text{ mA} \) has \( \text{DR} = \log_{10}(10^{-3}/10^{-9}) \approx 6 \) decades, or \( \text{DR} = \log_2 10^6 \approx 20 \) octaves.

Plotting Eq. (13.1) on semilog paper with \( i_i/i_l \) on the logarithmic axis and \( v_O \) on the linear axis, as in Fig. 13.1a, yields a straight line with a slope of \( V_o \) V/dec. Any departure of the actual characteristic from the best-fit straight line is called the log conformity error \( e_o \). Though this error can only be observed at the output, it is convenient to refer to it as an input error because of the unique log-function property that equal percentage errors at the input produce equal incremental errors at the output, regardless of the point on the curve. Indeed, denoting the percentage input error as \( \varepsilon_p \), we have

\[ e_o = v_O(\text{actual}) - v_O(\text{ideal}) = V_o \log_b(1 + \varepsilon_p) - V_o \log_b(1) \]  

or

\[ e_o = V_o \log_b(1 + \varepsilon_p) \]  

(13.3)

For instance, with \( b = 10 \) and \( V_o = 1 \text{ V/dec} \), a 1% input error corresponds to an output error \( e_o = 1 \text{ V} \log_{10}(1 + 0.01) = 4.32 \text{ mV} \). Conversely, \( e_o = 10 \text{ mV} \) corresponds to a percentage error \( \varepsilon_p \) such that \( 10 \text{ mV} = \log_{10}(1 + \varepsilon_p) \), or \( \varepsilon_p = 2.33\% \).

The main application of log amps is data compression. As an example, consider the digitization of a photodetector current over the range \( 10^{-12} \text{ A} \leq i_i \leq 10^{-9} \text{ A} \). Without a log amp, the required resolution is \( 10^{-12}/10^{-9} = 10^3 \), or 1 ppm. Since \( 10^3 \approx 2^{10} \), this requires a 20-bit A/D converter, which can be a challenging and expensive proposition. Consider now the effect of compressing the input with a log amp before digitizing. Letting, for instance, \( b = 10 \), \( V_o = 1 \text{ V/dec} \), and \( i_l = 10 \text{ nA} \), the current range is now compressed to a 0 to 4-V voltage range. Since a 1% current accuracy corresponds to a 4.32-mV voltage interval, the required resolution is now \( (4.32 \times 10^{-3})/4 \approx 1/926 \approx 1/2^{10} \), or 10 bits. This represents a substantial reduction in cost and circuit complexity.

The inverse function of logarithmic compression is exponential expansion. This is provided by the antilogarithmic amplifier (antilog amp), whose transfer characteristic is

\[ v_O = \frac{i_o}{b^{v_O/V_i}} \]  

(13.4)

where \( i_o \) is the output reference current and \( V_i \) the input scale factor, in volts per decade or per octave. The output of an antilog amp can be converted to a voltage by means of an op amp I-V converter. When plotted on semilog paper with \( v_O \) on the linear axis and \( i_o/i_o \) on the logarithmic axis, Eq. (13.4) also yields a straight line. The above log conformity error considerations still hold, but with the input and output errors interchanged.

**The Transdiode Configuration**

Log/antilog amplifiers exploit the exponential characteristic of a forward-active BJT. By Eq. (5.3), this characteristic can be written as \( v_{AE} = V_T \ln(ic/I_B) \). Practical logging BJTs conform to this equation remarkably well over a range of at least six decades, typically for 0.1 nA \( \leq i_c \leq 0.1 \text{ mA} \). The heart of log/antilog amplifiers is the circuit of Fig. 13.1b, known as the transdiode configuration. The op amp converts \( v_i \) to the current \( i_B = v_i/R \), and then forces the BJT in its feedback path to respond with a logarithmic base-emitter voltage drop to yield

\[ v_O = -V_T \ln \left( \frac{v_i}{R_I} \right) \]  

(13.5)

If we take into account also the input bias voltage \( V_{OS} \) and bias current \( I_B \), then the collector current becomes \( i_C = (v_i - V_{OS})/R - I_B \), so the transfer characteristic takes the more realistic form

\[ v_O = -V_T \ln \left( \frac{v_i - V_{OS} - R_B}{R} \right) \]  

(13.6)

The input offset error \((V_{OS} + R_B)\) sets the ultimate limit on the range of inputs that can be processed within a given log conformity error. Wide-dynamic-range loggers use op amps with ultra-low \( V_{OS} \) and \( I_B \) to approach the ideal characteristic of Eq. (13.5). The ultimate limit is then posed by drift and noise. If the transdiode is driven directly with a current source \( i_i \), Eq. (13.5) reduces to \( v_O = -V_T \ln(i_i/I_B) \), and the ultimate limit is now set by the input bias current of the op amp or by the low-end log conformity error of the BJT, whichever is higher. In general, current-driven loggers offer a wider dynamic range than voltage-driven loggers.
Stability Considerations

Transistor circuits are notorious for their tendency to oscillate due to the presence of an active gain element inside the feedback loop. As shown in Fig. 13.2a, the transistor is stabilized by using an emitter-degeneration resistance \( R_E \) to reduce the feedback factor \( \beta \), and a feedback capacitance \( C_f \) to provide feedback lead. To investigate stability we need to find the feedback factor \( \beta \). To this end, refer to the ac model of Fig. 13.2b, where the BJT has been replaced by its common-base small-signal model. The BJT parameters \( r_e \) and \( r_o \) depend on the operating current \( I_C \) as

\[
\begin{align*}
\beta &= \frac{V_T}{I_C} \\
\alpha &= \frac{V_A}{I_C}
\end{align*}
\]

where \( V_T \) is the thermal voltage and \( V_A \) is the so-called Early voltage. Typically, \( \alpha \cong 1 \) and \( V_A \cong 100 \, \text{V} \). The base-collector junction capacitance \( C_c \) and the inverting-input stray capacitance \( C_n \) are typically on the order of a few picofarads.

The \( \{\beta/\beta\} \) curve has the low-frequency asymptote \( 1/\beta_0 = R_b/R_a \), the high-frequency asymptote \( 1/\beta_{\infty} = 1 + (C_n + C_c)/C_f \), and two breakpoints at \( f_z \) and \( f_p \). While \( f_z \) and \( 1/\beta_{\infty} \) are relatively constant, \( f_p \) and \( 1/\beta_0 \) depend on the operating current as per Eq. (13.7), so they can vary over a wide range of values, as exemplified in Fig. 13.3. The hardest condition to compensate is when \( I_C \) is maximized, since this minimizes \( 1/\beta_0 \) and maximizes \( f_p \), leading to the highest rate of closure. As a rule of thumb, \( \beta_E \) is chosen so that, when \( I_C \) is maximized, \( 1/\beta_0 \cong 0.5 \, \text{V/V} \) and \( f_p \cong 0.5/\pi f_s \), where \( f_s \) is the crossover frequency.

**Example 13.1** In the circuit of Fig. 13.2a let \( R = 10 \, \text{k} \Omega \), \( 1 \, \text{mV} < V_T < 10 \, \text{V} \), \( C_n + C_c = 20 \, \text{pF} \), \( V_A = 100 \, \text{V} \), \( r_b = 2 \, \text{M} \Omega \), and \( f_s = 1 \, \text{MHz} \). Find suitable values for \( R_E \) and \( C_f \).

**Solution.** At the upper end of the range, where \( I_C = (10 \, \text{V})/(10 \, \text{k} \Omega) = 1 \, \text{mA} \), we have \( r_e = 26 \, \text{G} \Omega \), \( r_o = 100 \, \text{k} \Omega \), and \( R_E = 9 \, \text{k} \Omega \). Imposing \( (26 + R_b)/9000 = 0.5 \) gives \( R_E = 4.47 \, \text{k} \Omega \) (use \( 4.3 \, \text{k} \Omega \)).

Next, find \( f_s \) using the definition \( j\omega (f_s) \) \( \times \beta_{\infty} = 1 \). Letting \( j\omega (f_s) \) \( \equiv f_s/f_s \) and using \( 1/\beta_{\infty} = 1 + (C_n + C_c)/C_f \) we get \( f_s = f_s/1 + (C_n + C_c)/C_f \). Imposing \( f_s = 0.5/\pi f_s \) and simplifying, we finally obtain

\[
C_f = \frac{1 + (C_n + C_c)/C_f}{\pi R f_s}
\]

Substituting the given parameter values, along with \( R_E \cong 4.3 \, \text{k} \Omega \), gives \( C_f = 90 \, \text{pF} \) (use \( 100 \, \text{pF} \)).

Figure 13.3 indicates that at low values of \( V_T \) the response is dominated by \( f_p \), thus resulting in slow dynamics. This is not surprising, since at low current levels it takes longer to charge or discharge the various capacitances. At low currents we have \( r_e > R_E \), so \( f_p = 1/2\pi r_e C_f \), indicating a time constant \( \tau = 2\pi r_e C_f = (V_T/\alpha)C_f = (V_T/\alpha)R f_s \). For instance, with \( C_f = 100 \, \text{pF} \), at \( I_C = 1 \, \text{nA} \) we have \( \tau = (0.026/10^{-9})10^{-10} = 2.6 \, \text{ms} \), so we must be prepared for slow dynamics near the low end of the range.

**Example 13.2** In the circuit of Fig. 13.2b let \( R = 10 \, \text{k} \Omega \), \( 1 \, \text{mV} < V_T < 10 \, \text{V} \), \( C_n + C_c = 20 \, \text{pF} \), \( V_A = 100 \, \text{V} \), \( r_b = 2 \, \text{M} \Omega \), and \( f_s = 1 \, \text{MHz} \). Find suitable values for \( R_E \) and \( C_f \).

**Solution.** At the upper end of the range, where \( I_C = (10 \, \text{V})/(10 \, \text{k} \Omega) = 1 \, \text{mA} \), we have \( r_e = 26 \, \text{G} \Omega \), \( r_o = 100 \, \text{k} \Omega \), and \( R_E = 9 \, \text{k} \Omega \). Imposing \( (26 + R_b)/9000 = 0.5 \) gives \( R_E = 4.47 \, \text{k} \Omega \) (use \( 4.3 \, \text{k} \Omega \)).

Next, find \( f_s \) using the definition \( j\omega (f_s) \) \( \times \beta_{\infty} = 1 \). Letting \( j\omega (f_s) \) \( \equiv f_s/f_s \) and using \( 1/\beta_{\infty} = 1 + (C_n + C_c)/C_f \) we get \( f_s = f_s/1 + (C_n + C_c)/C_f \). Imposing \( f_s = 0.5/\pi f_s \) and simplifying, we finally obtain

\[
C_f = \frac{1 + (C_n + C_c)/C_f}{\pi R f_s}
\]

Substituting the given parameter values, along with \( R_E \cong 4.3 \, \text{k} \Omega \), gives \( C_f = 90 \, \text{pF} \) (use \( 100 \, \text{pF} \)).

Figure 13.3 indicates that at low values of \( V_T \) the response is dominated by \( f_p \), thus resulting in slow dynamics. This is not surprising, since at low current levels it takes longer to charge or discharge the various capacitances. At low currents we have \( r_e > R_E \), so \( f_p = 1/2\pi r_e C_f \), indicating a time constant \( \tau = 2\pi r_e C_f = (V_T/\alpha)C_f = (V_T/\alpha)R f_s \). For instance, with \( C_f = 100 \, \text{pF} \), at \( I_C = 1 \, \text{nA} \) we have \( \tau = (0.026/10^{-9})10^{-10} = 2.6 \, \text{ms} \), so we must be prepared for slow dynamics near the low end of the range.
Both the output scale factor and the input reference term in Eq. (13.3) depend on temperature. The circuit of Fig. 13.4 overcomes this serious drawback by using a matched BJF pair to eliminate \( I_1 \), and a temperature-sensitive voltage divider to compensate for \( T C(V_r) \). The op amp forces the BJTs to develop \( v_{BE1} = V_T \ln(i_1/I_1) \) and \( v_{BE2} = V_T \ln(i_{REF}/I_2) \), where \( i_{REF} = V_{REF}/R_1 \). By the voltage divider formula, \( v_{BE} = v_o/(1 + R_2/R_1) \). But, by KVL, \( v_{BE} = v_{BE2} - v_{BE1} = V_T \ln((i_{REF}/I_2)/(i_1/I_1)) \). Eliminating \( v_{BE} \) and using the property \( \ln x = 2.303 \log_{10} x \), we get

\[
v_o = V_o \log_{10} \frac{i_1}{i_1}
\]

(13.11)

\[
v_o = -2.303 \frac{R_1(T)}{R_1(T)} R_2(V_T) I_1 = \frac{V_{REF}}{R_1} \times I_2
\]

(13.12)

For matched BJTs \( I_{21} / I_{11} = 1 \), so we get the temperature-independent expression \( I_2 = V_{REF}/R_2 \). Moreover, for \( R_2 \gg R_1 \), we can approximate \( V_o \cong -2.303 R_2 V_T / R_1(T) \), indicating that \( V_o \) can be thermally stabilized by using a resistance \( R_1(T) \) with \( T C(R_1) = T C(V_T) = 1/T = 3660 \text{ppm/} \text{°C} \). A suitable resistor is the Q81 (Tel Labs), which must be mounted in close thermal coupling with the BJF pair. The function of \( D_1 \) is to protect the BJTs against inadvertent reverse bias. The use of the LT1012 picopondle-input-current, microvolt-offset, low-noise op amp (Linear Technology) allows for a voltage-logging range of 4 decades. With the given component values, \( V_o = -1 \text{ V/dec} \) and \( I_1 = 10 \mu A \), so \( V_o = -(1 \text{ V/dec}) \log_{10}(i_1/(0.1 \text{ V})) \). \( V_o \) and \( I_1 \) are calibrated via \( R_2 \) and \( R_1 \).

If the input reference current \( I_1 \) is allowed to vary, the log amp is called a log ratio amplifier and finds application in wide-dynamic-range ratiometric measurements where the unknown signal is measured against a reference signal that is itself variable. Typical examples are absorbance measurements in medicine and pollution control, where light transmitted through a specimen is measured against incident light, and the result must be independent of incident light intensity. This application is illustrated in Fig. 13.5, where frequency compensation and reverse-bias protection have been omitted for simplicity. The transmitted light \( \lambda_1 \) and the incident light \( \lambda_{REF} \) are converted to the proportional currents \( i_1 \) and \( i_{REF} \) by a pair of matched photodiodes operating in the photovoltaic mode. Then, the circuit computes the log ratio

\[
v_o = V_o \log_{10}(i_1/i_{REF}) = V_o \log_{10}(\lambda_1/\lambda_{REF}),
\]

where \( V_o \) is given by Eq. (13.12). Figure 13.6 shows how the log amp can be rearranged to implement an exponential amp. It is left as an exercise for the reader (see Problem 13.4) to prove that the circuit gives

\[
i_o = I_o 10^{v_o/V_1} \quad (13.13)
\]

\[
v_o = V_{REF} \times I_2 \frac{R_1}{R_1(T)} V_1 = -2.303 R_1(T) + R_2 \frac{R_1}{R_1(T)} \quad (13.14)
\]

With the given component values, \( I_o = 0.1 \text{ mA} \) and \( V_1 = -1 \text{ V/dec} \). It is important that the collector of \( Q_2 \) be returned to a 0-\text{V node, such as the virtual-ground node of the } i-V \text{ converter } Q_1, \text{ in order to nullify the collector-base leakage current of } Q_2. \text{ Otherwise, this current may degrade log conformity at the low end of the range.}
Log, log-ratio, and analog amplifiers are available in IC form from various manufacturers (Analog Devices, Burr-Brown, Harris). These devices usually work over a six-decade current range (1 nA to 1 mA) and a four-decade voltage range (1 mV to 10 V).

True rms-to-de Converters

The logarithmic characteristics of BJTs are also exploited to perform a variety of slide-rule-like analog computations. A popular example is true rms-to-de conversion, defined as

\[ V_{\text{rms}} = \left( \frac{1}{T} \int_0^T v^2(t) \, dt \right)^{1/2} \]  

(13.15)

\[ V_{\text{rms}} \]

This measure gives a sense of the energy content of \( v(t) \), so it provides the basis for accurate and consistent measurements, especially in the case of ill-defined waveforms, such as noise (electronic noise, switch contact noise, acoustical noise), mechanical transducer outputs (stress, vibration, shock, bearing noise), SCR waveforms, low-repetition-rate pulse trains, and other waveforms carrying information on the average energy generated, transmitted, or dissipated.

Equation (13.15) can be mechanized by performing the operations of squaring, averaging, and square rooting. Referred to as explicit rms computation, this scheme places severe demands on the dynamic output range of the squarer, which must be twice as wide as the input range. This drawback is overcome by implicit rms computation, in which the gain of the squarer is made inversely proportional to \( V_{\text{rms}} \) to make the output dynamic range comparable to the input range.

A common implementation of this principle is shown in Fig. 13.7, where frequency compensation and reverse-bias protection have been omitted for simplicity.

**FIGURE 13.7**

True rms converter.
end while the other is kept fixed, usually at +10 V or −10 V. Both accuracy and nonlinearity are expressed as a percentage of the full-scale output.

Multiplier dynamics are specified in terms of the small-signal bandwidth, representing the frequency where the output is 3 dB below its low-frequency value, and the 1% absolute-error bandwidth, representing the frequency where the output magnitude starts to deviate from its low-frequency value by 1%.

**Variable-Transconductance Multipliers**

Monolithic four-quadrant multipliers utilize the variable-transconductance principle to achieve errors of fractions of 1% over small-signal bandwidths extending well into the megahertz range. This principle is illustrated in Fig. 13.8a: The block uses the differential pair Q3-Q4 to provide variable transconductance, and the diode-connected pair Q1-Q2 to provide the proper base drive for the former. The following analysis assumes matched BJTs and negligible base currents.

By KVL, \( V_{BE1} + V_{BE4} - V_{BE3} - V_{BE2} = 0 \), or \( V_{BE3} - V_{BE4} = V_{BE1} - V_{BE2} \). Using the logarithmic \( v-i \) characteristics of the BJTs, this can be expressed as \( V_T \ln(i_3/i_4) = V_T \ln(i_1/i_2) \), or

\[
\frac{i_3}{i_4} = \frac{i_1}{i_2}
\]

Rewriting as \( (i_3 - i_4)/(i_3 + i_4) = (i_1 - i_2)/(i_1 + i_2) \) gives

\[
i_3 - i_4 = \frac{(i_1 - i_2) \times (i_3 + i_4)}{i_1 + i_2}
\]

indicating the circuit's ability to multiply the current difference \( (i_1 - i_2) \) by the total emitter current \( (i_3 + i_4) \).

To be of practical use, the circuit requires two \( V-I \) converters to synthesize the terms \( (i_1 - i_2) \) and \( (i_3 + i_4) \) from the input voltages \( v_X \) and \( v_Y \), and an \( I-V \) converter to convert \( (i_3 - i_4) \) to the output voltage \( v_O \). Moreover, provisions must be made to ensure four-quadrant operation; as is, the circuit is only two-quadrant because the current \( (i_3 + i_4) \) must always flow out of the emitters.

Figure 13.8b shows the circuit used to provide \( V-I \) conversion. By KCL, \( i_1 = i_X + i_8 \) and \( i_2 = i_X - i_8 \), where \( i_8 = (v_{E1} - v_{E2})/R_X \) is the current through \( R_X \), assumed to flow from left to right. Consequently, \( i_1 - i_2 = 2(v_{E1} - v_{E2})/R_X \). By KVL, \( v_{E1} - v_{E2} = (v_X - v_{BE1}) - (v_X - v_{BE2}) = (v_X - v_{BE}) - (v_{BE1} - v_{BE2}) \), or

\[
v_{E1} - v_{E2} = v_X - v_{BE} - V_T \ln \frac{i_1}{i_2}
\]

Combining the two equations gives

\[
i_1 - i_2 = \frac{2}{R_X} (v_X - v_{BE}) - \frac{2V_T}{R_X} \ln \frac{i_1}{i_2}
\]

(13.19)

In a well-designed multiplier the last term is on the order of 1% of the other two, so we can ignore it and approximate

\[
i_1 - i_2 = \frac{2}{R_X} (v_X - v_{BE})
\]

(13.20)

indicating the circuit's ability to provide differential \( V-I \) conversion.

Figure 13.9 shows the complete multiplier. Four-quadrant operation is achieved by using two transconductance pairs with the bases driven in antiphase and the
Analog Multipliers

FIGURE 13.1
Analog divider and square-rooter.
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FIGURE 13.10
Basic multiplier connection for \( v_o = \frac{v_1 v_2}{10} \). If followed by a low-pass filter, it can be used for phase detection.

of the nonzero input will feed through to the output, causing an error. In critical applications such as suppressed-carrier modulation, this error can be minimized by applying an external trim voltage (±30-mV range required) to the \( X_2 \) or the \( Y_2 \) input.

Of particular interest is the case in which the inputs are ac signals, or

\[
v_1 = v_1 \cos(\omega_1 t + \theta_1) \quad \text{and} \quad v_2 = v_2 \cos(\omega_2 t + \theta_2),
\]
indicating that \( v_o \) consists of two components, with frequencies equal to the sum and the difference of the input frequencies.

If the input frequencies are the same and the high-frequency component is suppressed with a low-pass filter, as shown, then we get

\[
v_o = -\frac{V_1 V_2}{20} \left[ \cos(\omega_1 - \omega_2) t + (\theta_1 - \theta_2) \right] + \cos(\omega_1 + \omega_2) t + (\theta_1 + \theta_2),
\]

One of the main causes of linearity error is the logarithmic term of Eq. (13.19). This error is, to a first approximation, compensated for by introducing an equal but opposite nonlinearity term via the V-I converter \( Q_{11}-Q_{12} \) inside the feedback path.

The architecture of Fig. 13.9 forms the basis of a variety of monolithic multipliers. Two of the earliest and most popular examples are the AD534 (Analog Devices) and MPY100 (Burr-Brown). The AD534L version has a maximum pretrimmed total error of 0.25%, a maximum linearity error of 0.12%, a typical small-signal bandwidth of 1 MHz, and a typical 1% amplitude error bandwidth of 50 kHz.

Multiplier Applications

Analog multipliers find application in signal modulation/demodulation, analog computation, curve fitting, transducer linearization, CRT distortion compensation, and a variety of voltage-controlled functions.

Figure 13.10 shows the basic connection for signal multiplication, or \( v_o = \frac{v_1 v_2}{10} \). As such, it forms the basis of amplitude modulation and voltage-controlled amplification. When either input is zero, \( v_o \) should also be zero, regardless of the other input. In practice, because of slight component mismatches, a small fraction
have, by Eq. (13.21), \(0 - v_2 = (v_1 - 0)(0 - v_O)/10\), or \(v_O = 10(v_2/v_1)\). To maximize the denonominator range, return the \(X_2\) input to a trimmable voltage (±3-mV range required).

In Fig. 13.11b we have \(0 - v_1 = (v_0 - 0)(0 - v_O)/10\), or \(v_O = \sqrt{10v_1}\). The function of the diode is to prevent a latching condition, which could arise in the event of the input inadvertently changing polarity. Additional applications are discussed in the end-of-chapter problems.

### 13.3 OPERATIONAL TRANSCONDUCTANCE AMPLIFIERS

An operational transconductance amplifier (OTA) is a voltage-input, current-output amplifier. Its circuit model is shown in Fig. 13.12a. To avoid loading effects both at the input and at the output, an OTA should have \(Z_d = Z_o = \infty\). The ideal OTA, whose circuit symbol is shown in Fig. 13.12b, gives \(i_O = g_m v_D\), or

\[
i_O = g_m (v_N - v_V)
\]

where \(g_m\) is the unloaded transconductance gain, in amperes per volt.

In its simplest form, an OTA consists of a differential transistor pair with a current-mirror load.\(^7\) We have encountered this configuration when studying op amp input stages, in Chapter 5. In the bipolar example of Fig. 5.1 the OTA consists of the \(Q_1-Q_2\) pair and the \(Q_3-Q_4\) mirror; in the MOS example of Fig. 5.8 it consists of the \(M_1-M_2\) pair and the \(M_3-M_4\) mirror.

Besides serving as building blocks for other amplifiers, OTAs find application in their own right. Since it can be realized with just one stage and it operates on the principle of processing currents rather than voltages, the OTA is an inherently fast device.\(^8\) Moreover, \(g_m\) can be varied by changing the bias current of the differential transistor pair, making OTAs suited to electronically programmable functions.

### gm-C Filters

A popular OTA application is the realization of fully integrated continuous-time filters, where OTAs have emerged as viable alternatives to traditional op amps.\(^7-9\) OTA-based filters are referred to as \(gm-C\) filters because they use OTAs and capacitors, but no resistors and no inductors. A popular \(gm-C\) filter example is shown in Fig. 13.13a. Its analysis proceeds as follows.

**Example 13.1.** (a) In the filter of Fig. 13.13a find \(g_{m1}\) and \(g_{m2}\) for \(w_0 = 10^7\) rad/s and \(Q = 5\) with \(C_1 = C_2 = 100\) pF. (b) What are the values of the simulated resistance and the simulated inductance? (c) The sensitivities of the filter?

**Solution.**

(a) By inspection, \(w_0 = \sqrt{g_{m2}g_{m3}/C_1C_2}\) and \(Q = \sqrt{C_1/C_2} \times \sqrt{g_{m2}g_{m3}/g_{m1}}\). Substituting the given data, we get \(g_{m2} = g_{m3} = 10.0\, \mu\text{A/V}\) and \(g_{m1} = 2.0\, \mu\text{A/V}\).

(b) \(R = 500\, \Omega\), and \(L = 1\) H.

(c) The sensitivity of \(Q\) with respect to \(g_{m1}\) is \(-1\); all other sensitivities are either \(\frac{1}{2}\) or \(-\frac{1}{2}\), which are fairly low.
### Section 13.3: Operational Transconductance Amplifiers

#### Operational Transconductance Amplifiers (13.26)

which, for \(|v_p - v_N| \ll 2VT\), can be approximated as

\[
i_O = \frac{I_C}{2VT} (v_p - v_N) \tag{13.26}
\]

indicating that \(g_m = I_C/(2VT)\).

To accommodate applications requiring a wider linear range at the input, the linearizing diode network of Fig. 13.15 is used. Applying Eq. (13.18), we can write

\[
i_O = i_2 - i_1 = \frac{i_2 - i_1}{i_2 + i_1} I_C
\]

With \(v_1 = v_2\), the bias current provided by \(R_3\) splits evenly between \(D_1\) and \(D_2\), giving \(i_2 - i_1 = 0\). Moreover, we can write \(i_2 + i_1 = I_{RB} = (V_{CC} - V_D)/(I_R1 + (R_1 || R_2)/2) \approx 1.08 \text{ mA}\), where we have assumed \(V_D \approx 0.7 \text{ V}\). Making \(v_1 \neq v_2\) will unbalance the two halves of the input network and divert a greater portion of \(I_{RB}\) to either \(D_2\) or \(D_1\), depending on the imbalance direction. The voltage variation at the anodes is designed to be negligible compared to \(V_{CC}\) over an input range of more than 10 V, so \(i_2 + i_1\) can be assumed to be constant. Using simple KCL reasoning, we find that \(I_{RB}\) is completely diverted from one diode to the other when \(|v_1 - v_2| \cong (R_1 + R_2)/N \cong 11.3 \text{ k} \Omega\). Consequently, for \(|v_1 - v_2| \leq 11.3 \text{ V}\) we have

\[
i_2 - i_1 = (v_1 - v_2)/(11.3 \text{ k} \Omega)
\]

Substituting into the above equation, along with \(i_2 + i_1 \approx 1.08 \text{ mA}\), we obtain

\[
i_O = g_m(v_1 - v_2) \tag{13.27a}
\]

\[
g_m \cong \frac{I_C}{12.2 \text{ V}} \tag{13.27b}
\]

The scale factor of approximately \(1/(12.2 \text{ V})\) allows for operation over the range \(-10 \text{ V} < (v_1 - v_2) < 10 \text{ V}\) with negligible linearity error and no fear of saturation. Popular OTAs of this type include the LM13600 (National Semiconductor) and NE5517 (Signetics). The CA3080 (Harris) includes without the input diodes.

**Figures 13.14 and 13.15**

The mirror \(Q_1-D_3-Q_2\) accepts the external control current \(I_C\) and duplicates it at the emitters of the \(Q_3-Q_4\) pair to give

\[
i_3 + i_4 = I_C
\]

The mirror \(Q_5-D_4-Q_6\) duplicates \(i_3\) to yield \(i_9 = i_3\), and the mirror \(Q_7-D_5-Q_8\) duplicates \(i_4\) to yield \(i_8 = i_4\), so \(i_6 = i_3\). Likewise, the mirror \(Q_9-D_6-Q_{10}\) duplicates \(i_4\) to yield \(i_{10} = i_4\). Consequently, KCL gives \(i_O = i_{10} - i_8\), or

\[
i_O = i_4 - i_3
\]

Retracing the reasoning of Section 5.1, we can write

\[
i_O = I_C \tanh \frac{v_p - v_N}{2VT}
\]

where \(V_T\) is the thermal voltage. As we know, this is a nonlinear characteristic.
Applications with Off-the-Shelf OTAs

Though OTA data sheets propose quite a variety of useful applications, we shall examine a few representative ones, namely, voltage-controlled amplifiers, filters, and oscillators (VCAs, VCFs, and VCOs).

![FIGURE 13.16](image)

**FIGURE 13.16**
Voltage-controlled amplifier with linear control.

Figure 13.16 shows a basic VCA (note the alternative symbol for the OTA). Here $OCA_1$ and $Q_1$ form a $V-I$ converter to provide $I_C = V_C/R$, where we are assuming the base current of $Q_1$ to be negligible. $OCA_2$ converts $I_C$ to a voltage $V_O$, and since $I_O$ is proportional to the product $I_C \times V_I$, the final result is $V_O = AV_I$, where $k = k V_C$

$$A = k V_C$$  \hspace{1cm} (13.28)

where $k$ is a suitable proportionality constant, in V$^{-1}$. The 1-kΩ pot is used for offset nulling, and the 25-kΩ pot for the calibration of $k$. By Eq. (13.27), adjusting the 25-kΩ pot near 12.2 kΩ yields $k = 1/(10 V)$, indicating that varying $V_C$ from 0 to 10 V will change $A$ from 0 to 1 V/V. The circuit is calibrated as follows: (a) with $V_I = 0$, sweep $V_C$ from 0 to 10 V, and adjust the 1-kΩ pot for the minimum deviation of $V_O$ from 0 V; (b) with $V_C = 10 V$, adjust the 25-kΩ pot so that $V_O = 10 V$ for $V_I = 10 V$.

The circuit of Fig. 13.16 provides linear gain control. Audio applications often call for exponential control, or

$$A = A_0 e^{kV_C}$$  \hspace{1cm} (13.29)

where $k$ is usually either 10 or 2, $k$ is a proportionality constant in decades or octaves per volt, and $A_0$ is the gain for $V_C = 0$. Exponential control is readily achieved by generating $I_C$ with an antilog converter, as shown in Fig. 13.17. Since $I_C$ must be sourced to the OTA, the BJTs must be of the $pnp$ type. With $V_C = 0$, the circuit gives $I_C = 1 mA$; increasing $V_C$ decreases $I_C$ exponentially with a sensitivity of $k$ dec/V or $k$ oct/V, with $k$ being set by $R_2$.

![FIGURE 13.17](image)

**FIGURE 13.17**
OTA with exponential control.

OTA-based VCFs and VCOs rely on the integration of the OTA's output current using a capacitor. The example of Fig. 13.18 uses also an opamp to provide low output impedance. Writing $V_o = (-1/sC) I_o = (-1/sC) \times (I_C/(12.2 V)) \times (V_2 - V_1)$, and letting $s = j2\pi f$, we obtain

$$V_o = \frac{1}{j\pi f_0 f_0} (V_1 - V_2) \quad f_0 = \frac{I_C}{2\pi (12.2 V)C}$$  \hspace{1cm} (13.30)

The circuit integrates the difference $V_1 - V_2$ with a programmable unity-gain frequency $f_0$. For instance, varying $I_C$ from 1 μA to 1 mA with $C = 652 pF$ will sweep $f_0$ over the entire audio range, from 20 Hz to 20 kHz. $I_C$ can be generated either with a linear $V-I$ converter, as in Fig. 13.16, or with an exponential converter, as in Fig. 13.17.

The circuit of Fig. 13.19 uses two OTA-based integrators to implement a state-variable topology of the type of Fig. 4.37. The output current of the $V-I$ converter, which can be controlled either linearly or exponentially, is split between the two OTAs by the suitably biased AD821 matched BJT pair.

![FIGURE 13.18](image)

**FIGURE 13.18**
Current-controlled integrator.
Phase-Locked Loops

If a resonance gain of unity is desired, then increase the 10-kΩ input resistance by a factor of Q. To reduce Q-enhancement effects, follow the directions of Section 6.5 and use a small phase-lead capacitor in parallel with the 10-kΩ interstage resistance.

In the circuit of Fig. 13.20 the OTA is used to source/sink a current of value I_e, and thus charge/discharge C at a programmable rate. The resulting triangular waveform alternates between 5 V and 10 V, the thresholds of the high-input-impedance CMOS timer. The frequency of oscillation is (see Problem 13.16),

$$f_0 = \frac{I_e}{4\pi (12.2 \text{ V}) C}$$

As usual, I_e can be controlled either linearly or exponentially. If the triangular wave is used, a buffer amplifier may be required.

13.4 PHASE-LOCKED LOOPS

A phase-locked loop (PLL) is a frequency-selective circuit designed to synchronize with an incoming signal and maintain synchronization in spite of noise or variations in the incoming signal frequency. As depicted in Fig. 13.21, the basic PLL system comprises a phase detector, a loop filter, and a voltage-controlled oscillator (VCO).

The phase detector compares the phase θ_i of the incoming signal v_i against the phase θ_0 of the VCO output v_O, and develops a voltage v_D proportional to the difference θ_i - θ_0. This voltage is sent through a low-pass filter to suppress
If the loop is not locked, and if the difference frequency falls above the cutoff frequency of the filter, it will be suppressed along with the sum frequency, leaving the loop unlocked and oscillating at its free-running frequency. However, if \( \omega_d \) is sufficiently close to \( \omega_l \) to make the difference frequency approach the filter band edge, part of this component is passed, tending to drive \( \omega_d \) toward \( \omega_l \). As the difference \( \omega_d - \omega_l \) is reduced, more error signal is transmitted to the VCO, resulting in a constructive effect that ultimately brings the PLL in lock.

The capture range is the frequency range \( \pm \Delta \omega_c \) centered about \( \omega_0 \), over which the loop can acquire lock. This range is affected by the filter characteristics, and gives an indication of how close \( \omega_l \) must be to \( \omega_0 \) to acquire lock. The lock range is the frequency range \( \pm \Delta \omega_l \) also centered about \( \omega_0 \), over which the loop can track the input once lock has been established. The lock range is affected by the operating range of the phase detector and the VCO. The capture process is a complex phenomenon, and the capture range is never greater than the lock range.

The time it takes for a PLL to capture the incoming signal is called the capture time or pull-in time. This time depends on the initial frequency and phase differences between \( v_1 \) and \( v_2 \), as well as the filter and other loop characteristics. In general, it can be said that reducing the filter bandwidth has the following effects: (a) it slows down the capture process, (b) it increases the pull-in time, (c) it decreases the capture range, and (d) it increases the interference-rejection capabilities of the loop.

### The PLL in the Locked Condition

When in the locked condition, a PLL can be modeled\(^{10-12}\) as in Fig. 13.22. This diagram is similar to that of Fig. 13.21, except that we are now working with Laplace transforms of signal changes (symbolized by lowercase letters with lowercase subscripts) about some operating point, and operations on these changes, both of which are generally functions of the complex frequency \( s \). The phase detector develops the voltage change

\[
\begin{align*}
V_d(s) & = K_d \theta_d(s) \\
\theta_d(s) & = \theta_i(s) - \theta_e(s)
\end{align*}
\]

where \( K_d \) is the phase-detector sensitivity, in volts per radian. This voltage is sent through the loop filter, whose transfer function is denoted as \( F(s) \), and possibly

\[
\begin{align*}
\omega_0 & \rightarrow \text{filter} \\
\omega_l & \rightarrow \text{filter}
\end{align*}
\]
an amplifier with gain $K_d$, in volts per volt, to produce the error-voltage variation $v_e(s)$. This, in turn, is converted to the frequency variation $\omega_0(s) = K_p v_e(s)$, by Eq. (13.33).

Since the phase detector processes phase, we need a means for converting from frequency to phase. Considering that frequency represents the rate of change of phase with time, or $\omega = d\theta(t)/dt$, we have

$$\theta(t) = \theta(0) + \int_0^t \omega(\xi) \, d\xi$$

indicating that frequency-to-phase conversion is inherently an operation of integration. Exploiting the well-known Laplace transform property that integration in the time domain corresponds to division by $s$ in the frequency domain, we use the $1/s$ blocks shown.

If we were to open the loop at the inverting input of the phase comparator, the overall gain experienced by $\theta(t)$ in going around the path and emerging as $\theta_a(t)$ is $K_d \times F(s) \times K_a \times K_o \times 1/s$, or

$$T(s) = K_v \frac{F(s)}{s}$$

(13.36)

where $T(s)$ is the open-loop gain, in radians per radian, and $K_v$ is called the gain factor, in $1/s$. With the loop closed, we readily find

$$H(s) = \frac{\theta_a}{\theta_i} = \frac{T(s)}{1 + T(s)} = \frac{K_v F(s)}{s + K_v F(s)}$$

(13.37)

Other transfer functions may be of interest, depending on what we consider as input and output. For instance, substituting $\theta_i(s) = \omega_0(s)/s$ and $\theta_a = (K_o/s)v_e(s)$, we readily get

$$\frac{v_e(s)}{\omega_0} \frac{1}{K_v} = \frac{H(s)}{F(s)}$$

(13.38)

(13.39)

which allows us to find the voltage change $v_e(s)$ in response to an input frequency change $\omega_0(s)$, as in FM and FSK demodulation.

Comparing Fig. 13.22 with Fig. 1.21, we observe that a PLL is a negative-feedback system with $x_i = \theta_i$, $x_f = \theta_a$, and $a \theta = T = K_v F(s)/s$, indicating that the open-loop gain $T$ plays also the role of the loop gain of the system. Further, even though we are more attuned to frequency, we must recognize that the natural input of a PLL is phase. Since $T \to \infty$ as $s \to 0$, the PLL will force $\theta_a$ to track $\theta_i$ just as an op amp voltage follower forces $v_e$ to track $v_i$. In this respect, it pays to view a PLL as a phase follower. The fact that it also forces $\omega_0$ to track $\omega_1$ is a consequence of this phase-follower action, along with the phase-frequency relationship $\omega = d\theta/dt$.

As seen in Chapter 8, the loop gain $T$ affects both the dynamics and the stability of the PLL. In turn, $T(s)$ is strongly influenced by $F(s)$. We make the following observations: (a) The number of poles of $H(s)$ defines the order of the loop, (b) the number of $1/s$ terms (or integrations) present within the loop defines the type of a loop. Because of the $1/s$ function associated with the VCO, a PLL is at least Type I, and its order equals the order of the filter plus 1.

**First-Order Loop**

Consider the instructive case in which there is no loop filter, or $F(s) = 1$. The result is a first-order loop, and the above equations simplify, after the substitution $s = j\omega$, as

$$T(j\omega) = \frac{1}{j\omega/K_v}$$

(13.40)

$$\frac{v_e(j\omega)}{\omega_0} = \frac{1}{K_v}$$

(13.41)

Equation (13.40) indicates a Type I loop with crossover frequency $\omega_c = K_v$ and phase margin $\phi_m = 90^\circ$. Equation (13.41) indicates that the loop inherently provides a first-order low-pass response with a dc gain of $1/K_v$ V/(rad/s) and a cutoff frequency of $K_v$ rad/s.

If $\omega_0(t)$ is a step change, the resulting change $v_e(t)$ will be an exponential transient governed by the time constant $\tau = 1/K_v$. If $\omega_0(t)$ is varied sinusoidally with a modulating frequency $\omega_m$, $v_e(t)$ will also vary sinusoidally with the same frequency $\omega_m$; its amplitude is $|v_e| = (1/K_v)|\omega_0|$ at low frequencies, and rolls off with $\omega_m$ at the rate of $-1$ dec/dec past $K_v$.

**EXAMPLE 13.3.** A first-order PLL with $K_v = 10^4$ V/rad uses a VCO with a free-running frequency of 10 kHz and a sensitivity of 5 kHz/V. (a) What is the control voltage needed to lock the PLL on a 20 kHz input signal? On a 5 kHz input signal? (b) Find the response $v_e(t)$ if the input frequency is changed stepwise as $f(t) = 1 + 0.1 \sin 2\pi t$ kHz, where $u(t) = 0$ for $t < 0$ and $u(t) = 1$ for $t > 0$. (c) Repeat if the input frequency is modulated as $f(t) = 10(1 + 0.1 \sin 2\pi 500 t)$ kHz, $f_m = 2.5$ kHz.

**Solution.**

(a) By Eq. (13.33), $v_e = (\omega_0 - \omega_m)/K_v$, where $\omega_0 = 2\pi \times 10^4$ rad/s and $\omega_m = 2\pi \times 5 \times 10^3 = 10^4$ rad/s. For $\omega_0 = 2\pi \times 20 \times 10^3$ rad/s we get $v_e = 2$ V, and for $\omega_0 = 2\pi \times 5 \times 10^3$ rad/s we get $v_e = -1$ V.

(b) The response to a step increase $\omega_0(t) = 2\pi u(t)$ rad/s is an exponential transient with amplitude $|\omega_0(t)|/K_v = 2\pi \times 10^4/10^4 = 0.2$ V, and time constant $1/K_v = 1/10^4 = 100$ $\mu$s, so

$$v_e(t) = 0.2 \left[1 - e^{-t/(100\mu s)}\right]$$

(c) Now $\omega_0(t) = 2\pi \times 10^4 \times 0.1 \cos 2\pi 500 t = 2\pi \times 10^4 \cos 2\pi 2500 t$ rad/s. Calculating Eq. (13.41) at $\omega = \omega_m = /2\pi 2500$ rad/s gives

$$v_e(\omega)/\omega_m = \frac{1}{10^4} \left[1 - \frac{0.5370}{1 + j2\pi 2500/10^4} \right] = \frac{10^4}{10^4} V/(rad/s)$$

Letting $u_0/\omega_m = 2\pi \times 10^4/2\pi 2500$ rad/s gives $v_e(\omega)/\omega_m = 0.1074 V/(rad/s)$, so

$$v_e = 0.1074 \cos (2\pi 2500 t - 57.52^\circ)$$

The absence of a loop filter drastically limits the selectivity and noise-suppression capabilities of a PLL, so first-order loops are seldom used in practice.
Most PLLs utilize a one-pole low-pass filter and are thus second-order loops. Such a filter provides a flywheel-like function that allows the VCO to smooth over noise and jumps in the input frequency. As seen in Chapter 8, the presence of a second pole within the loop erodes the phase margin, so care must be exercised to avoid instability. Second-order loops are stabilized by introducing also a filter zero to counterbalance the phase lag due to the filter pole.

A popular loop filter is shown in Fig. 13.23a. Called a passive lag-lead filter, it provides the transfer function

$$F(s) = \frac{1 + s/\omega_L}{1 + s/\omega_p}$$

(13.42)

where $\omega_L = 1/R_2C$ and $\omega_p = 1/(R_1 + R_2)C$. By Eq. (13.36), the loop gain is now

$$T(j\omega) = \frac{1 + j\omega/\omega_L}{(j\omega/K_v)(1 + j\omega/\omega_p)}$$

(13.43)

indicating a second-order, Type I loop. This gain is plotted in Fig. 13.23b for the case in which $\omega_L$ is positioned at the geometric mean of $\omega_p$ and $K_v$, or $\omega_L = \sqrt{\omega_p K_v}$. The crossover frequency is then $\omega_L$ itself, and the phase margin is $45^\circ$. Also shown for comparison is the loop gain of the first-order loop, or $F(s) = 1$.

**EXAMPLE 13.4.** (a) Given a PLL system with $K_v = 10^3 s^{-1}$, specify a passive lag-lead filter for a crossover frequency $\omega_c = 10^3$ rad/s and a phase margin $\phi_m = 45^\circ$. (b) What are the actual values of $\omega_L$ and $\phi_m$?

Solution.

(a) For $\phi_m = 45^\circ$ we want $\omega_L = \omega_c = 10^3$ rad/s, so $\omega_p = \omega_c^2/K_v = 10^6/10^3 = 100$ rad/s. Let $C = 0.1 \mu F$. Then, $R_2 = 1/\omega_c C = 10 k\Omega$, and $R_1 = 1/\omega_L C - R_2 = 90 k\Omega$ (use 91 kΩ).

(b) Using Eq. (13.43), along with the trial-and-error technique of Example 8.1, we find the actual values $\omega_L = 1.27$ krad/s, and $\phi_m = 180^\circ + 4T(1.27 \times 10^3) = 56^\circ$.

**Damping Characteristics**

Additional insight is gained by substituting Eqs. (13.42) and (13.44) into Eq. (13.38), and then expressing the latter in the standard form of Eq. (3.40). The results (see Problem 13.20) are

$$H(s) = \frac{\omega_n}{\omega_n + \zeta (s/\omega_n)}$$

(13.46a)

$$\omega_n = \sqrt{\omega_p K_v}$$

(13.46b)

$$\zeta = \frac{\omega_n}{2\omega_L} \left(1 + \frac{\omega_c}{K_v}\right)$$

(13.46c)
for the passive lag-lead filter, and

\[ H(s) = \frac{2\zeta(s/\omega_n) + 1}{(s/\omega_n)^2 + 2\zeta(s/\omega_n) + 1} \]  
(13.47a)

\[ \omega_n = \sqrt{\omega_p K_p} \quad \zeta = \frac{\omega_n}{2\zeta_0} \]  
(13.47b)

for the active PI filter. As we know, \( \omega_n \) is the undamped natural frequency, and \( \zeta \) is the damping ratio. If \( \omega_n \ll K_p \), as is predominantly the case, Eq. (13.46) reduces to Eq. (13.47) and the PLL with the passive lag-lead filter is said to be a high-gain loop. We observe that \( H(s) \) is in both cases a combination of the band-pass response \( H_{BP} \) and the low-pass response \( H_{LP} \). At low frequencies \( H \rightarrow H_{LP} \), but at high frequencies \( H \rightarrow H_{BP} \).

Recall that for \( \zeta < 1 \) the step response exhibits overshoot. To keep the latter within reason, it is customary to design for \( 0.5 \leq \zeta \leq 1 \). Under this condition, the time constant governing the loop response to small phase or frequency changes is roughly

\[ \tau \approx \frac{1}{\omega_n} \]  
(13.48)

and the loop bandwidth, obtained by imposing \( |H(j\omega)| = 1/\sqrt{2} \), is

\[ \omega_{-3\text{dB}} = \omega_n [1 + 2\zeta^2 + 1 + (1 + 2\zeta^2)^2]^{1/2} \]  
(13.49)

where the plus (minus) sign holds for high-gain (low-gain) loops.

**Example 13.5.** (a) Find \( \zeta \), \( \tau \), and \( \omega_{-3\text{dB}} \) for the PLL of Example 13.4. (b) Find the response \( v_c(t) \) to small input changes of the type \( \omega_n = |\omega| w(t) \) and \( \omega_n = |\omega| \cos \omega_n t \).

Solution.

(a) By Eq. (13.46b), \( \omega_n = \sqrt{10^6 \times 10^6} = 1 \text{ krad/s} \) and \( \zeta = [10^6/(2 \times 10^6)](1 + 10^6/10^6) = 0.55 \). Using Eq. (13.49) for the high-gain loop case gives \( \omega_{-3\text{dB}} \approx 1.9 \text{ krad/s} \). By Eq. (13.48), \( \tau \approx 1/10^6 = 1 \text{ ms} \).

(b) Substituting the above data into Eq. (13.46b) gives

\[ H(s) = \frac{s}{s^2 + 2\zeta_0 s + \omega_n^2} + 1 \]

This function has a complex pole pair at \( s = -500 \pm j385 \) complex rad/s, indicating a step response of the type

\[ v_c(t) = \frac{\omega_n}{K_p} [1 - e^{-500t} \cos(385t + \phi)] \]

with \( A \) and \( \phi \) suitable constants. Calculating \( H(s) \) at \( s = j\omega_n \) as in Example 13.3, we find the ac response as

\[ v_c(t) = \frac{\omega_n}{K_p} 1.286 \cos(385t - 45^\circ) \]

**Filter Design Criteria**

In general, \( \omega_n \) is chosen high enough to ensure satisfactory dynamics, yet low enough to provide sufficient flywheel action for smoothing out undesired frequency jumps or noise. A typical design process proceeds as follows: (a) first, choose \( \omega_n \) to achieve either the desired \( \omega_{-3\text{dB}} \) or the desired \( \tau \), depending on the application; (b) next, using Eq. (13.46b) or (13.47b), specify \( \omega_n \) for the chosen \( \zeta \); (c) finally, specify \( \omega_2 \) for the desired \( \zeta \).

We observe that because of the filter zero, a second-order PLL acts as a first-order loop at high frequencies, indicating a reduced ability to suppress ripple and noise. This drawback can be overcome by adding a capacitance \( C_2 \ll C \) in parallel with \( R_2 \) in either of the above filters. This creates an additional high-frequency pole and turns the loop into a third-order loop. To avoid perturbing the existing values of \( \omega_n \) and \( \phi_0 \) significantly, this pole is positioned about a decade above \( \omega_n \) by imposing \( 1/R_2 C_2 \approx 10 \omega_n \).

**Example 13.6.** Redesign the filter of Example 13.4 for \( \omega_{-3\text{dB}} = 1 \text{ krad/s} \) and \( \zeta = 1/\sqrt{2} \). What are the new values of \( \tau \) and \( \phi_0 \)? What value of \( C_2 \) would yield a third-order loop without reducing \( \phi_0 \) too much?

Solution. With \( \zeta = 1/\sqrt{2} \) we get \( \omega_n \approx \omega_{-3\text{dB}}/2 = 10^7/2 \times 10^7 = 500 \text{ radls}, \) so \( \tau \approx 2 \text{ ms} \). Equation (13.46b) gives \( \omega_n = 25 \text{ radls} \) and \( \omega_{-3\text{dB}} = 366 \text{ radls}, \) which can be realized with \( C = 1 \mu F, R_2 = 39 \text{ kG}, \) and \( R_1 = 2.7 \text{ kG} \). Proceeding as in Example 13.4, we find \( \omega_n \approx 757 \text{ radls}, \) and \( \phi_0 \approx 66^\circ \). Use \( C_2 \approx C/10 = 0.1 \mu F \).

**Section 13.5 Monolithic PLLs**

Monolithic PLLs are available in various technologies and in a wide range of performance specifications. The 4046 CMOS PLL, as a representative example.

**The 74HC(T)4046A CMOS PLL**

Originally developed by RCA, the 4046 family of CMOS PLLs has gone through a series of improvements, and presently includes the 74HC(T)4046A. We select the 4046A version, shown in simplified form in Fig. 13.25. Because it includes the three most common phase detector types, known as Type I (PC1), Type II (PC2), and Type III (PC3) phase comparators. Since the circuit is powered from a single supply (typically \( VDD = 0 \text{ V} \) and \( V_{DD} = 5 \text{ V} \)), all analog signals are referenced to \( V_{DD}/2 \) or 2.5 V.

**The VCO**

The VCO, whose details are omitted for brevity, is a current-controlled multivibrator operating on a principle similar to that of the emitter-coupled VCO of...
The current for the capacitor is obtained from the control voltage \( v_E \) via a V-I converter whose sensitivity is set by \( R_1 \) and whose output is offset by \( R_2 \). The \( v_E \) characteristic is of the type \( \text{Eq. (13.50)} \). The \( v_E \) characteristic of \( \text{Eq. (13.50)} \) holds only as long as \( v_E \) is confined within the range \( v_{E(min)} \leq v_E \leq v_{E(max)} \). For a 4046A PLL with \( V_{DD} = 5 \text{ V} \), this range is typically \( 1.1 \text{ V} \leq v_E \leq 3.9 \text{ V} \). The frequency range corresponding to the permissible range of \( v_E \) is called the VCO frequency range \( 2f_R \). Outside this range the VCO characteristic depends on the particular 4046 version, and it can be found in the data sheets.

The VCO sensitivity is \( K_o = 2f_R/[V_{E(max)} - V_{E(min)}] \). In FM applications it is usually required that the V-F characteristic of the VCO be highly linear in order to minimize distortion. However, in such applications as frequency synchronization, synthesis, and reconstruction the linearity requirements are less stringent.

The Type I Phase Comparator

The Type I phase comparator, depicted in Fig. 13.27a, is a exclusive-OR (XOR) gate. This gate outputs \( v_D = V_{DD} = 5 \text{ V} \) whenever its input levels disagree with each other, and \( v_D = V_{SS} = 0 \) whenever they agree. This is exemplified in the timing diagram of Fig. 13.28, where the waveforms have been plotted as a function of \( \omega t \).

It is apparent that if we average out \( v_D(t) \) by means of a low-pass filter, the result is \( V_D = D V_{DD} \), where \( D \) is the duty cycle of \( v_D \). \( D \) is minimized when the inputs...
are in phase with each other, and maximized when they are in antiphase. If both input waveforms have 50% duty cycles, as shown, then \( 0 \leq D \leq 1 \). Consequently, \( PC_I \) will exhibit the characteristic of Fig. 13.27b, and \( K_d = V_{DD}/\pi = 5/\pi = 1.59 \text{ V/\text{rad}} \).

An alternative implementation of the Type I comparator, especially in bipolar PLLs designed to work with low-amplitude inputs, is a four-quadrant multiplier, as discussed in Section 13.2. Also called a balanced modulator, the multiplier is implemented with a scale factor high enough to ensure that \( v_I \) will typically overdrive the multiplier and thus render the sensitivity \( K_d \) independent of the amplitude of \( v_I \).

The Type I comparator requires that both inputs have 50% duty cycles; if at least one input is asymmetrical (see Problem 13.23), the characteristic will generally be clipped, reducing the lock range. Another notorious feature of the Type I comparator is that it may allow the PLL to lock on harmonics of the input signal. Note that if \( v_I \) is absent, \( v_O \) oscillates at the same frequency as \( v_I \), so the average of \( V_D \) is \( V_D = 0.5V_{DD} \), and \( \omega_D = \omega_0 \).

The Type III Phase Comparator

The Type III comparator, shown in simplified form in Fig. 13.29a, overcomes both of the above limitations by using an edge-triggered set-reset (SR) flip-flop. As depicted in Fig. 13.30, \( v_D \) now responds only to the rising edges of \( v_I \) and \( v_O \), regardless of the duty cycles. It is readily seen that the phase range of \( PC_3 \) is twice as large as that of \( PC_1 \), so the characteristic is as in Fig. 13.29b, and \( K_d = V_{DD}/2\pi = 0.796 \text{ V/\text{rad}} \).

The advantages of edge-triggering operation come at the price of higher sensitivity to noise. An input noise spike may falsely toggle the flip-flop and cause unacceptable output errors. By contrast, with a Type I comparator, an input spike is merely transmitted to the output, where it is suppressed by the loop filter.

We observe that in the locked condition the output frequency is \( \omega_D = 2\omega_I \) for \( PC_1 \), and \( \omega_D = \omega_I \) for \( PC_3 \), so the ripple at the output of the loop filter is generally higher with \( PC_3 \) than with \( PC_1 \). Note that with \( v_I \) absent, \( PC_3 \) will drive \( \omega_D \) as low as it can.

With reference to Fig. 13.32, we observe that \( PC_3 \) produces UP pulses when the rising edge of \( v_I \) leads that of \( v_O \), DN pulses when the rising edge of \( v_I \) lags that of \( v_O \), and no pulses when the leading edges are aligned. An UP pulse closes the MOSFET switch \( M_p \) and causes the filter capacitance \( C \) to charge toward \( V_{DD} \) via the series \( R_1 + R_2 \). A DN pulse closes switch \( M_n \) and discharges \( C \) toward \( V_{DD} = 0 \text{ V} \). Between pulses, both \( M_p \) and \( M_n \) are off, providing a high-impedance state to the filter. When \( PC_2 \) is in this state, \( C \) acts as an analog memory, retaining whatever charge it had accumulated at the end of the last UP or DN pulse.
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Designing with PLLs

The design process of a PLL-based system involves a number of decisions dictated by the performance specifications of the given application, along with considerations of circuit simplicity and cost. For 4046 PLLs, this process requires (a) the specification of the VCO parameters f0 and 2fR, the choice of (b) the phase-detector type and (c) the filter type, and (d) the specification of the filter parameters w0 and w1.

To simplify the process, computer programs are available that accept specifications by the user and translate them into actual resistance and capacitance values to meet the VCO and filter requirements. An example is the HCMOS Phase-Locked Loop Program, by Philips Semiconductors (check our Web site at http://www.mhhe. com/franco to find how to download this program), which also provides important data about the loop dynamics and displays the frequency response via Bode plots. Once a PLL system has been designed, it can be simulated by computer, for instance, using suitable SPICE macromodels. However, the designer still needs a sound understanding of PLL theory to judge the results of any simulation!

Popular PLL applications include FM, PM, AM, and FSK modulation/demodulation, frequency synchronization and synthesis, clock reconstruction, and motor speed control. Here we discuss two examples, FM demodulation and frequency synthesis. Other examples can be found in the end-of-chapter problems.

**EXAMPLE 13.7.** An FM signal is being modulated over the range of 1 MHz ± 10 kHz with a modulating frequency of 1 kHz. Using a 4046A PLL, design a circuit to demodulate such a signal.

**Solution.** For the VCO we let f0 = 1 MHz, and choose 2fR wide enough to accommodate parameter spread. Thus, let 2fR = 0.5 MHz. This gives Kd = 2r x 0.5 x 10^6/2.8 = 1.122 x 10^6 (rad/v)/V. Using the data sheets or the aforementioned PLL program, we find that a suitable set of VCO components is R1 = 95.3 kΩ, R2 = 130 kΩ, and C = 100 pF.

Next, anticipating a noisy input signal, we choose PC1, so Kd = 5/π V/rad and Kd = Kd/1.786 x 10^6 s^-1. To allow for the possibility of a weak input, we take advantage of the fact that the detector input buffers are self-biased near VDD/2, where gain is maximized. Consequently, the input signal is ac coupled, as shown in Fig. 13.33.

Finally, to minimize cost, we use a passive lag-lead filter. Impose  = 0.707 and choose f = 553 rad/s and = 22.5 krad/s, which can be met with the filter components shown in the figure.

Just as inserting a voltage divider within the feedback loop of an op amp increases the output voltage swing, inserting a frequency divider inside the PLL loop downstream of the VCO increases the VCO frequency. A frequency divider is implemented with a counter, and the VCO output frequency becomes w = Nw0, where N is the counter modulus. Making the counter programmable allows the synthesis of variable frequencies that are integral multiples of w0.

The PLL formalism still holds, but with Kd replaced by Kd/N. We observe that varying N varies also the gain factor Kd, so care must be exercised to ensure that stability and dynamics are maintained over the full range of values of N.

![Figure 13.33](image-url)

FM demodulator using the 4046A PLL.
CHAPTER 13
Nonlinear Amplifiers and Phase-Locked Loops

13.1 An analog multiplier application is frequency doubling. One way of configuring the AD534 for this operation is as follows: connect X3 and Y1 to ground, connect X1 and Y2 together and drive them with a source \( v_x = 10 \cos \omega_0 t \) V, connect the OUT pin to Z1 via a 10-kΩ resistor, connect Z1 to Z2 via another 10-kΩ resistor, and drive Z2 with a 10-V reference voltage. (a) Sketch the circuit; then, using the identity \( \cos^2 \theta = \frac{1 + \cos 2\theta}{2} \) obtain an expression for the output \( v_o \). (b) Assuming well-regulated ±15-V supplies, design a circuit to generate the 10-V reference for Z2.

13.2 Find the phase margin of the circuit shown in Fig. 13.13 and in Fig. 13.14.

13.3 Modify the circuit of Fig. 13.4 to yield \( v_o = -12 \text{ V} \text{dec} \log_{10} [v_t/(1 \text{ V})] \).

13.4 (a) Derive Eqs. (13.13) and (13.14). (b) Design a circuit that accepts an input voltage \(-5 \text{ V} \leq v_t \leq +5 \text{ V}\), and gives \( f_o = (10 \mu A) 2^{|v_t|/V} / v_t; \) this circuit is useful in electronic music. (c) Modify the above circuit so that it gives the same output range, but for \( 0 \text{ V} \leq v_t \leq 10 \text{ V} \).

13.5 The log conformity error at the upper end of the current range is due primarily to the bulk resistance of the emitter region, which can be modeled with a small resistance \( r_e \) in series with the emitter itself. (a) Recompute the transfer characteristic of the transdiode of Fig. 13.1b, but with \( r_e \) in place. If \( r_e = 1.2 \Omega \), what is the log conformity error at \( i_t = 1 \text{ mA} \)? At \( i_t = 0.1 \text{ mA} \)? (b) The effect of \( r_e \) can be compensated by feeding a small portion of \( v_t \) to the base of the BJT. This is achieved by lifting the base off ground, returning it to ground via a resistance \( R_e \), and connecting a second resistance \( R_e \) between the source \( v_t \) and the base of the BJT. Sketch the modified transdiode, and show that choosing \( r_e / R_e = R_e / r_e - 1 \) will eliminate the error due to \( r_e \).

13.6 In the log amp of Fig. 13.4 the bulk-resistance error (see Problem 13.5) can be compensated by connecting a suitable network between the base of Q2 and the output of OA2. Such a network consists of a resistance \( R_e \) in series with a diode \( D_e \) (cathode at the output of \( OA_2 \), anode at the input of \( OA_2 \), as depicted in the log amp of Fig. 13.6) the compensation network is connected in parallel to the base of Q2 and the output of OA2 (cathode at the output of OA2). Show that the error is nulled when \( R_e = (R_e \| R_e)/2.2 \text{ k}\Omega / r_e \). What is the required \( r_e \), given that the LM394 has \( r_e = 0.5 \Omega \)?

13.2 Analog multipliers

13.3 (a) The AD534 can be made to approximate the sine function within 0.5% of full scale as follows: connect X3 to ground, connect Y1 and Y2 together and drive them with a source \( v_x = 10 \cos \omega_0 t \) V, connect the OUT pin to Z1 via a 10-kΩ resistor, connect Z1 to Z2 via another 10-kΩ resistor, and drive Z2 with a 10-V reference voltage. (a) Sketch the circuit; then, using the identity \( \cos^2 \theta = \frac{1 + \cos 2\theta}{2} \) obtain an expression for the output \( v_o \). (b) Assuming well-regulated ±15-V supplies, design a circuit to generate the 10-V reference for Z2.

13.8 The AD534 multiplier can be made to approximate the sine function within 0.5% of full scale as follows: connect Y3 to ground, connect Y1 and Y2 together and drive them with a source \( v_x \), connect Y1 to X2 via a 10-kΩ resistor, connect X2 to ground via an 18-kΩ resistor, connect the OUT pin to Z1 via a 4.7-kΩ resistor, connect Z1 to X1 via a 4.3-kΩ resistor, and connect X3 to ground via a 3-kΩ resistor. (a) Sketch the circuit, drive it with some input \( v_x \), and measure the output \( v_o \) as a function of \( v_x \) and calculate \( v_o \) at some significant points to verify that the circuit approximates the function \( v_o = 10 \sin ([v_x/10000]) \text{ V} \). (b) Using additional components as needed, design a circuit that accepts a triangular wave with peak values of ±5 V and gives a sine wave with the same frequency and peak values as the input.
13.9 The ADS534 multiplier can be configured to yield the percentage deviation between two signals \( v_1 \) and \( v_2 \) as follows: connect \( X_1 \) and \( Z_1 \) together and drive them with \( v_1 \), connect \( X_2 \) and \( Y_1 \) to ground, drive \( Z_2 \) with \( v_2 \), connect the Out pin to \( Y_2 \) via a resistance \( R_1 \), and connect \( Z_2 \) to ground via a resistance \( R_2 \). Develop an expression for the output \( v_0 \), and specify \( R_1 \) and \( R_2 \) for \( v_0 = 100(v_1 - v_1)/v_1 \).

13.10 Figure P13.10 shows a transducer-response linearization technique using a four-quadrant multiplier. Derive an expression for \( V_o \) as a function of \( \delta \) and verify that it is linearly proportional to \( \delta \) in spite of the fact that the voltage across the transducer is a nonlinear function of \( \delta \).

![Figure P13.10](image)

13.11 Using the ADS534 as a voltage-controlled attenuator, design a programmable first-order low-pass filter with a dc gain of 20 dB and \( f_0 = k v_C \), \( 0.1 V < v_c < 10 V \) and \( k = 100 \text{ Hz/V} \). Hint: See Problem 12.11.

13.12 Find the transfer function of the \( g_m \cdot C \) filter of Fig. P13.12.

![Figure P13.12](image)

13.13 Design an exponential VCA such that \( A = 2^{-v_c/(mV)} \) V/V, \( 0 \leq v_c \leq 10 V \). Hence, outline its calibration procedure.

13.14 Design a programmable state-variable filter with \( Q = 10 \), \( H_{\text{amp}} = 1 \), and \( f_0 \) variable over the audio range by means of control voltage \( V_C \) as \( f_0 = (20 \text{ kHz}/2^{v_c/10 V}) \), \( 0 \leq v_c \leq 10 V \).

13.15 The VCA610 (Burr-Brown) is a wideband VCA that accepts two signal inputs \( v_p \) and \( v_m \) and a control input \( V_C \), and gives \( v_o = A(v_p - v_m) \), where \( A = 0.01 \times 10^{-v_c/(10 V)} \) V/V for \( -2 V < v_c < 0 \). Using a VCA610 and an OPA620 wideband precision op amp, design a first-order low-pass filter with unity dc gain and programmable cutoff frequency from 100 Hz to 1 MHz.

13.16 (a) Sketch and label all relevant waveforms in the CCO of Fig. 13.20, and derive Eq. (13.32). (b) Find \( C \) so that \( f_0 = 100 \text{ kHz} \) for \( f_c = 1 \text{ MHz} \). Next, using this CCO as basis, design a VCO such that \( f_0 = (100 \text{ kHz})2^{-v_c/10 V} \), \( 0 \leq v_c \leq 10 V \). Outline its calibration procedure.

13.4 Phase-locked loops

13.17 Find the phase response \( \theta(t) \), in degrees, in parts (a) and (b) of Example 13.3.

13.18 If we let \( R_2 = 0 \) in Fig. 13.23a, the zero is moved to infinity, resulting in a passive lag filter. Such a filter finds limited use because it does not allow \( \omega_n \) to be specified independently of \( K_m \). (a) Verify that if we let \( R_2 = 0 \) in the filter of Example 13.4, the phase margin is inadequate. (b) Specify a new set of values for \( R_1 \) and \( C \) to ensure \( \phi_m \approx 45^\circ \) with \( R_2 = 0 \). What is the corresponding value of \( \omega_n \)?

13.19 Repeat Example 13.4, but using an active PI filter.


13.21 A PLL has \( \theta_{\text{fin}} = 2\pi \cdot 10^6 \text{ rad/s} \), \( K_m = 0.2 \text{ V/rad} \), \( K_v = 1 \text{ V/V} \), and \( K_f = \pi \cdot 10^6 \text{ (rad/s)V} \). Design an active PI filter for a loop time-constant of approximately 100 periods of the free-running frequency and \( Q = 0.5 \).

13.22 If a 0.1-\( \mu \text{F} \) capacitance is connected in parallel with \( R_2 \) in the loop filter of Example 13.6, find how it affects \( \omega_n \) and \( \phi_m \).

13.5 Monolithic PLLs

13.23 (a) Sketch and label the average \( V_0 \) versus \( \theta_0 \) for a Type I phase comparator if the duty cycles of \( v_1 \) and \( v_2 \) are \( D_1 = \frac{1}{4} \) and \( D_2 = \frac{1}{4} \). (b) Repeat, but with \( D_1 = \frac{1}{4} \) and \( D_2 = \frac{1}{4} \). Comment.

13.24 Sketch \( v_1, v_2, v_{\text{UP}}, v_{\text{DN}}, \) and \( v_{\text{D}} \) for a Type II detector if \( \omega_0 \) is slightly higher than \( \omega_r \), (c) \( \omega_0 \) is slightly lower than \( \omega_r \), (d) \( \omega_r = \omega_0 \), and (e) \( \omega_r < \omega_0 \).

13.25 A certain CMOS PLL is powered between 5 V and 0 V, and uses a Type I phase comparator and a VCO with \( K_v = 5 \text{ MHz/V} \), \( f_0 = 10 \text{ MHz} \), and \( f_{\text{f}1} = 2.5 \text{ MHz} \). (a) Design a passive lead-lag filter for \( K_m = 2\pi \cdot 5 \text{ kHz} \) and \( Q = 0.5 \). (b) Sketch \( v_1, v_2, v_{\text{D}}, v_{\text{vC}} \), and \( v_{\text{D}} \) for the case in which the loop is locked to an input frequency of 7.5 MHz.

13.26 Find \( v_c(t) \) in the FM demodulator of Example 13.7.

13.27 Dual-slope ADCs are clocked at a frequency that is locked to the ac line frequency \( f_{\text{f}1} \) in order to reject line-induced noise. Using a 4046A PLL, design a circuit that accepts \( f_{\text{f}1} \) (either 60 Hz or 50 Hz) and gives \( f_{\text{f}1} = 2^{16} \times f_{\text{f}1} \). Specify as many parameters and components as you can in your circuit.

13.28 Using a 4046A for phase detection and an 8038 as VCO, design a circuit that generates a 1-kHz sine wave synchronized on a 1-MHz crystal oscillator.

13.29 An FSK signal \( v_1 \) alternates between \( f_x = 1200 \text{ Hz} \) (logic 0) and \( f_x = 2400 \text{ Hz} \) (logic 1). One way to decode this signal with a 4046A PLL is to use PC1, a loop
filter consisting of a plain RC stage with \(1/2\pi RC = f_0\), the VCO with \(f_0 = f_1 + f_2/2 = 1.8\ kHz\) and \(2f_0 = 2\ kHz\), and a positive edge-triggered latch flip-flop of the type of Fig. 13.31, with \(v_t\) as the D input and the VCO output \(v_0\) as the clock; the \(Q\) output of the flip-flop is the FSK decoder output. Draw the circuit; then sketch and label \(v_t\), the average of \(v_0, v_{x_0}\), and \(Q\) both for \(f_1 = f_2\) and \(f_1 = f_2\). What is the distinguishing feature of \(F_0\) that makes it attractive in this application?
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